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Cooperative stability renders 
protein complex formation more 
robust and controllable
Kuan‑Lun Hsu1, Hsueh‑Chi S. Yen1 & Chen‑Hsiang Yeang2*

Protein complexes are the fundamental units of many biological functions. Despite their many 
advantages, one major adverse impact of protein complexes is accumulations of unassembled 
subunits that may disrupt other processes or exert cytotoxic effects. Synthesis of excess subunits 
can be inhibited via negative feedback control or they can be degraded more efficiently than 
assembled subunits, with this latter being termed cooperative stability. Whereas controlled synthesis 
of complex subunits has been investigated extensively, how cooperative stability acts in complex 
formation remains largely unexplored. To fill this knowledge gap, we have built quantitative models 
of heteromeric complexes with or without cooperative stability and compared their behaviours in 
the presence of synthesis rate variations. A system displaying cooperative stability is robust against 
synthesis rate variations as it retains high dimer/monomer ratios across a broad range of parameter 
configurations. Moreover, cooperative stability can alleviate the constraint of limited supply of a given 
subunit and makes complex abundance more responsive to unilateral upregulation of another subunit. 
We also conducted an in silico experiment to comprehensively characterize and compare four types of 
circuits that incorporate combinations of negative feedback control and cooperative stability in terms 
of eight systems characteristics pertaining to optimality, robustness and controllability. Intriguingly, 
though individual circuits prevailed for distinct characteristics, the system with cooperative stability 
alone achieved the most balanced performance across all characteristics. Our study provides 
theoretical justification for the contribution of cooperative stability to natural biological systems 
and represents a guideline for designing synthetic complex formation systems with desirable 
characteristics.

Protein complexes serve as functional units in a wide range of cellular processes1. In stable complexes, subunits 
are assembled at a fixed ratio, termed stoichiometry. Maintaining subunit quantities in proportions relative to 
their stoichiometry is critical for both complex formation and proteostasis, as an excess of unassembled subunits 
may interfere with assembly processes or even have severe cytotoxic effects2–5. In prokaryotes, complex compo-
nent genes are often located in identical operons, so co-expression is guaranteed6,7. In eukaryotes, subunit genes 
are spread across the genome, but they are often co-regulated by the same transcription factors8,9. Ribosome 
profiling has revealed that the subunit synthesis rates are approximately proportional to their stoichiometry in the 
logarithmic scale10,11. However, there is still twofold variation among the translation rates of complex subunits, 
implying that co-regulation of component genes is insufficient to maintain subunit stoichiometry. Moreover, 
other processes—such as epigenomic modification, RNA splicing, protein degradation and modification—can 
also influence protein quantities12–15. In addition, prior studies also revealed that the codon usage, mRNA deg-
radation, and even the kinetic parameters of mRNA-binding protein can impact protein expression16–18. Each 
process is subjected to perturbations that may temporarily or continuously alter subunit quantities, hence dis-
rupting stoichiometry. For instance, fluctuating environmental conditions such as temperature and pH, as well as 
varying signaling molecule concentrations, may temporarily misregulate some subunit genes19–21. More severely, 
aneuploidy and non-reciprocal recombination alters subunit gene copy numbers, dramatically and permanently 
increasing/decreasing subunit quantities several-fold22,23. Therefore, additional mechanisms beyond transcrip-
tional and translational co-regulation are required to maintain subunit stoichiometry and minimize accumula-
tions of unassembled subunits.
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Cooperative stability is a mechanism by which a protein complex can be stabilized yet its unassembled 
subunits be destabilized, and it is typically achieved by degradation of unassembled subunits being much more 
efficient than for assembled complexes. Accordingly, protein stoichiometry is maintained because unassembled 
subunits are removed. Imaging and proteomics analyses have revealed such differential degradation for many 
protein complexes, such as fatty acid synthetase24, membrane protein complexes25,26, and ribosomes27,28. Two 
systematic studies have also suggested that cooperative stability is prevalent in multiprotein complexes29,30. Sev-
eral theoretical studies have demonstrated that cooperative stability enhances functionality of circuits displaying 
oscillatory/bistable behavior and exerts a buffering effect on dosage changes31–34. Despite these prior studies, the 
advantages/disadvantages of cooperative stability in terms of various aspects of stoichiometric balance have not 
been explored systematically. Furthermore, in principle other mechanisms, such as negative feedback control, 
could maintain complex stoichiometry, yet they are rarely observed in practice11. How cooperative stability dif-
fers from other mechanisms enabling stoichiometric balance and why cooperative stability is favoured in natural 
biological systems remain unclear.

From a designer’s perspective, an ideal system should perform functions efficiently (optimality), tolerate noise 
or temporary fluctuations (robustness), and be readily manipulated when necessary (controllability)35–37. These 
desirable characteristics may not be achievable simultaneously, as some can be mutually contradictory. A rational 
process for designing an artificial biological system or justifying the presence of a natural biological system is to 
compare these characteristics among different systems and select the one most suitable for a specific purpose. 
This “design review” perspective was adopted in some early breakthrough systems biology assessments38–40, 
such as relating the abundance of feed-forward network motifs to robustness of the circuit against the shot noise 
of inputs. However, to our knowledge, this approach has rarely been extended to protein complex formation.

In this study, we built mathematical models of protein complex formation with or without cooperative sta-
bility and demonstrate through simulated data that cooperative stability maintains subunit stoichiometry with 
desirable systems characteristics. In the first part of our manuscript, we highlight two advantages of cooperative 
stability; a system with cooperative stability retains a high ratio of complex/monomer quantities across a broad 
range of parameter configurations for subunit synthesis rate and binding affinity, and complex abundance in 
such systems is controllable both by upregulation and downregulation of the synthesis rate of a given subunit. In 
the second part, we employ the design review approach to compare two mechanisms, cooperative stability and 
negative feedback control, postulated as contributing to complex subunit stoichiometric balance. We constructed 
four circuits incorporating different combinations of these two mechanisms and evaluated their performance 
according to eight systems characteristics. Intriguingly, the circuit with cooperative stability alone exhibited the 
most balanced performance for all characteristics. Our results provide valuable insights into regulatory control 
of protein complex and useful guidelines for designing synthetic protein complex circuits.

Results
An investigation of stoichiometric maintenance of protein complexes through quantitative 
models and simulations.  To examine and compare the effects of several mechanisms contributing to stoi-
chiometric balance, we constructed quantitative models of heteromeric protein complex formation systems (Fig. 
S1). In our models, two distinct protein monomers ( p1 and p2 ) form a heterodimer p3 as a reversible chemical 
reaction: p1 + p2 ⇋ p3 (Fig. S1A). Each protein species pi has a degradation rate constant �i . The net rate of 
change for each species (two monomeric species and one dimeric species) is represented by the rate of inflows 
(synthesis, disassociation/association of the monomer/dimer) minus the rate of outflows (degradation, asso-
ciation/disassociation of the monomer/dimer). We considered two alternative models of monomer synthesis. 
In the open loop system, the synthesis rates of p1 and p2 are given by the constants C1 and C2 , respectively. In 
the negative feedback system, the concentrations of p1 and p2 negatively affect the transcription rates of their 
respective mRNAs m1 and m2 . Likewise, we adopted two alternative models of protein degradation. In the system 
lacking cooperative stability, the degradation rates �1 , �2 , and �3 are all identical. In the system with cooperative 
stability, the degradation rate �3 of the dimer is less than that of the monomers �1 and �2 . The abundance of each 
protein species is at steady state and all parameter values used in our analysis are within established physiologi-
cal ranges (Table 1), mainly based on high-throughput experimental data and published databases (Fig. S2), as 
detailed in the Materials and Methods.

For the heteromeric trimer, the system contains three distinct subunits p1 , p2 and p3 . We assumed that 
assembly of the trimer comprises two steps (Fig. S1B), with p1 and p2 first forming an intermediate subcomplex 
p12 ( p1 + p2 ⇋ p12 ), and then p12 binding to p3 to form the trimer p123 ( p12 + p3 ⇋ p123).

Table 1.   Physiological ranges of model parameters.

Parameter Description Physiological range Median References

Ka Protein–protein association constant 0.001 ~ 1 (nM−1) 0.05 41,60,61

λ Protein degradation rate constant 0.017 ~ 0.693 (h−1) 0.027 62

C Protein synthesis rate 1 ~ 1000 (nM/h)  ~ 100 42

λm mRNA degradation rate constant  0.017 ~ 2.687 (h−1) 0.085 63

K Dissociation constant of repressor-promoter 0.001 ~ 1 (nM−1) 64

n Cooperativity of promoter activity 1 ~ 2 65
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Cooperative stability maintains subunit stoichiometry across a broad range of parameter con‑
figurations.  A critical property of protein complex formation systems is their ability to maintain the stoi-
chiometric balance of individual subunits. Ideally, the quantities of subunits (monomers) are proportional to 
their stoichiometric coefficients in the protein complex. Moreover, all subunit molecules should be amalgamated 
into protein complexes so that no free monomers are left over. In practice, free monomers are rarely depleted 
given that the protein synthesis rates of subunits may not always adhere to their stoichiometries since genetic or 
environmental variations may result in continuous or temporary over- or under-expression of certain complex 
members.

To determine how the stoichiometry of a protein complex responds to imbalanced synthesis rates of its con-
stituent monomers, we fixed the synthesis rate of one subunit p2 and varied the synthesis rate of the other subunit 
p1 , before examining the normalized abundance of all three protein species (relative to the quantities when the 
synthesis rates of p1 and p2 are equal) in simulated data (Fig. 1A-C). In the absence of cooperative stability 
( �monomer= �dimer ) and when the binding affinity between protein species is low ( Ka = 0.001nM−1 ), relative 
abundance of the dimer never exceeds that of the monomer, with the synthesis rate of p1 ranging from 0 to 200% 
that of p2 (Fig. 1A). This outcome is anticipated considering that the protein concentration ratio at equilibrium  
[p3]

[p1][p2]
≡ Ka is low. In this case, the amounts of unassembled monomers surpass that of complexes even if the 

synthesis rates of both constituent subunits are stoichiometrically balanced (1:1 in heterodimer). Increasing the 
binding affinity Ka to 1nM−1 elevates the equilibrium concentration of p3 and lowers those of p1 and p2 , thereby 
rendering dimers more abundant than monomers across a broad range of p1 synthesis rates (Fig. 1B). However, 
the influence of Ka on the dimer/monomer ratio is limited. We introduce two quantitative measures for the 
robustness of stoichiometry maintenance against parameter variations. First, we highlight the range of p1 syn-
thesis rates where dimer abundance surpasses monomer abundance (shaded areas in Fig. S3A), and define a 
“Tolerance range” as the log2 ratio of the upper and lower limits of this range. As expected, increasing Ka expands 
the upper range of dimer/monomer ratios, thereby increasing the tolerance range (Fig. S3A). However, the toler-
ance range cannot exceed 2.0 (the p1 synthesis rate ranges from 50 to 200% of the reference) even when the 
binding affinity of streptavidin–biotin is considered ( Ka = 10000nM−1 ), known to be the strongest non-covalent 
interaction in nature.

The tolerance range upon varying the p1 synthesis rate can also be expanded by increasing the reference p2 
synthesis rate C2 (Fig. S3B), as increasing C2 bolsters the limited p2 supply and hence shifts the equilibrium state 
toward the right-hand-side of the chemical reaction (greater p3 concentration). However, C2 exerts the same 
limitation on the dimer/monomer ratio as Ka (Fig. S3A), because enhancing C2 from 10 to 1000 only elevates 
the tolerance range from 1.77 to 1.997. We mathematically deduce this observed constraint (tolerance range < 2) 
in Supplementary File S1.

When cooperative stability ( �monomer> �dimer ) is introduced to the system, the amounts of unassembled 
subunits caused by synthesis rate variation are significantly reduced (Fig. 1C). Moreover, the tolerance range can 
be elevated to 5 when the �monomer/�dimer ratio is 5 or to 7 when it is 10 (Fig. S4), indicating that cooperative 
stability may overcome the limitations of Ka and C2 to maintain higher dimer/monomer ratios across a broader 
range of p1 synthesis rates. Increasing the �monomer/�dimer ratio induces a similar yet more pronounced effect as 
achieved by increasing Ka , as cooperative stability lowers the equilibrium concentrations of monomers (due to 
their higher degradation rates) and hence elevates the  [p3]

[p1][p2]
 ratio. Although cooperative stability facilitates 

maintenance of complex subunit stoichiometry, it might be detrimental to complex formation if the monomers 
are degraded too efficiently, so that the probability of monomers encountering each other is diminished. Indeed, 
there is a maximum extent to which cooperative stability can enhance the tolerance range and the value also 
depends on Ka and C2 (Fig. S5, see also Supplementary File S1). The   �monomer/�dimer ratio does not affect the 
tolerance range for small Ka and C2 values (Fig. S5A-B) because complex formation is presumably difficult under 
such conditions. When Ka and C2 exceed threshold values, the tolerance range peaks at an intermediate 
�monomer/�dimer value and is consistently reduced for both high and low �monomer/�dimer values (Fig. S5C).

The tolerance range concerns only the protein synthesis rate range above a particular threshold (dimer/
monomer ratio ≥ 1.0), but does not consider the quantitative difference between the dimer and monomer abun-
dances, and ignores the parameter regimes where the monomer abundance exceeds the dimer abundance. To 
overcome these limitations, we introduce the second measure termed “Tolerance score” as the difference of the 
areas under the dimer curve (green curve in Fig. 1A–C) and the supremum of the monomer curve (max of blue 
and orange curves in Fig. 1A–C) over the twofold synthesis rate variations (0%–200% of the reference synthesis 
rate)11. The tolerance score concerns the entire range of synthesis rates and quantitative difference between dimer 
and monomer abundances, yet it also intermingles the information about the synthesis rates range and dimer/
monomer abundance difference. In contrast, the tolerance range focuses on the synthesis rate range. Therefore, 
we use both tolerances ranges and tolerance scores to quantify stoichiometry robustness and visualize them 
against a wide range of two parameter values ( p2 synthesis rates and association constants) for three scenarios 
of cooperative stability (Fig. 1D–I).

For systems lacking cooperative stability ( �monomer/�dimer = 1 ), the tolerance range and tolerance score 
do not surpass 2 and 0.5 in the range of three orders of magnitude for Ka and C2 (Fig. 1D and G). When 
�monomer/�dimer = 5 , both tolerance range and tolerance score significantly increase and exceed 4 and 1 in about 
one half of the parameter configuration space (Fig. 1E, H). Furthermore, when �monomer/�dimer = 10 , many 
more parameter configurations yield a tolerance range > 6 and a slightly increased tolerance score (Fig. 1F, H). 
Intriguingly, although cooperative stability substantially raises both tolerance measures in about one half of 
the parameter configuration space examined, it also moderately expands the space of undesirable parameter 
configurations (where the tolerance range = 0 , or the tolerance score ≤ 0 ; blue regimes in Fig. 1D–F and white 
regimes in Fig. 1G–I). These properties indicate that the benefits of cooperative stability are manifested only 
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Figure 1.   Cooperative stability allows protein complex formation systems to overcome systematic constraints 
on stoichiometric balance arising from synthesis rate variations. (A–C) For heterodimers, the abundance 
of each protein species—dimer p3 (green), monomer p1 (blue) and monomer p2 (orange)—in response to 
synthesis rate variations is plotted. Protein abundance is normalized to dimer p3 abundance ( C1 = C2 ). The p2 
synthesis rate C2 is fixed at 50 nM/h and the p1 synthesis rate C1 varies from 0 to 100 nM/h (0–200% relative 
to the p2 synthesis rate C2 ). The response curves of each protein species in the absence of cooperative stability 
( �monomer/�dimer = 1 ) are plotted when the binding affinity is either (A) low ( Ka = 0.001nM−1 ) or (B) high 
( Ka = 1nM−1 ). Response curves of each protein species subjected to cooperative stability ( �monomer/�dimer = 5 ) 
and with high binding affinity ( Ka = 1nM−1 ) are shown in (C). (D–F). The heatmap of the tolerance range 
with parameter configurations in the physiological range. The x-axis is the reference protein synthesis rate 
( C2 ) from 1 to 1000 nM/h and the y-axis is the association constant Ka from 0.001 to 1 nM−1, both axes are at 
log scale. (G–I) The heatmap of the tolerance score within 0 to two-fold synthesis rate variation range in the 
same parameter space of Ka and C2 as (D–F). For heterodimers without cooperative stability, the heatmap is 
plotted in (D and G). For heterodimer with cooperative stability, the heatmaps are plotted for different extent of 
differential degradation rate using �monomer/�dimer = 5 (E and H) and �monomer/�dimer = 10 (F and I).



5

Vol.:(0123456789)

Scientific Reports |        (2022) 12:10490  | https://doi.org/10.1038/s41598-022-14362-z

www.nature.com/scientificreports/

when the synthesis rates and binding affinities are sufficiently high, since differential degradation takes effect 
only when enough proteins are synthesized and formed. Also, the tolerance scores are excessively negative with 
small synthesis rates and binding affinities, since under these conditions dimers are hardly formed and hence 
the relatively abundance of monomers far exceeds that of dimers.

Given the considerable proportion of the undesirable parameter configuration space, we have to justify the 
benefits of cooperative stability by showing that most physiologically relevant protein complexes fall in the desir-
able regimes of the parameter configuration space (red areas in Fig. 1D–I). We collected 11 protein complexes 
both annotated in PDBbind (a protein–protein interaction database)41 and examined by a systematic protein 
synthesis rate study42, and marked their monomer synthesis rates and association constants in the parameter 
configuration space (light blue dots in Fig. S6). Intriguingly, 8 of 11 protein complexes fall in the regimes with 
positive tolerance scores, and 6 of 11 protein complexes are in the high tolerance areas (tolerance scores ≥ 1.25 ). 
To sum up, these results demonstrate that cooperative stability is an effective mechanism for maintaining subu-
nit stoichiometry and its effect is manifested in a large portion of the physiologically relevant parameter space.

Protein complex formation systems with or without cooperative stability display asymmetric 
levels of controllability with respect to the direction of synthesis rate variation.  Apart from 
dimer/monomer ratios, another characteristic of complex formation systems is controllability, reflecting how 
sensitive complex concentrations are to unilateral upregulation or downregulation of one subunit. Accordingly, 
we examined how a system responds in terms of dimer abundance when the p1 synthesis rate varies relative to 
a fixed p2 synthesis rate (Fig. 2A). If the system lacks cooperative stability, the dimer abundance curve bends 
sharply at the reference synthesis rate (100%), illustrating how dimer quantities are reduced with decreasing p1 
synthesis rates but remain almost invariant with increasing p1 synthesis rates. In contrast, when cooperative sta-
bility is a feature of the system, the dimer abundance curve bends only very slightly, reflecting more symmetric 
responses with respect to p1 synthesis rate variations in both directions. Thus, dimer quantities generally slowly 
decrease with decreasing p1 synthesis rates and slowly increase with increasing p1 synthesis rates. Quantitatively, 
the declines in dimer abundance in response to a 50% decrease in p1 synthesis rates are very similar between 
systems with or without cooperative stability (Fig. 2B), but the elevations in dimer abundance in response to a 
50% increase in p1 synthesis rates are considerably higher for a system with cooperative stability compared to 
one without it (Fig. 2C).

Although we have generated Fig. 2A–C from a specific parameter configuration, the effect of cooperative 
stability on symmetric responses to bidirectional changes in subunit synthesis rates is robust across a wide range 
of parameter configurations. In Fig. S7A-B, we illustrate the system response in terms of dimer abundance to a 
150% increase in the p1 synthesis rate while varying C2 and Ka up to a 1000-fold, and with or without cooperative 
stability. Fig. S8A-B displays the system response to a 50% p1 synthesis rate decrease under the same conditions. 
The system in which �monomer/�dimer =1 exhibits insensitivity in terms of responses to an increase in the p1 syn-
thesis rate (upward response ≤ 120%) for most of the parameter configurations (Fig. S7A), whereas the system 
with �monomer/�dimer =5 displays greater sensitivity in terms of upward responses ( ≥ 130%) for more than half 
of the parameter configurations (Fig. S7B). In contrast, the systems with �monomer/�dimer =1 and �monomer/�dimer
=10 have narrow and similar downward responses or similar ranges of parameter configurations (Fig. S8A-B). 
A system with cooperative stability has a much wider regime of parameter configurations for sensitive upward 
responses (black band in Fig. S7E) than a system without cooperative stability (Fig. S7D), yet the regimes for 
sensitive downward responses (Fig. S8C-D) are comparable between systems with or without cooperative stability.

To determine if the effect of cooperative stability on heterodimer responsiveness also applies to higher-order 
protein complexes, we examined responses in terms of trimer abundance upon varying the synthesis rate of one 
subunit while fixing the synthesis rates of the remaining two subunits (Fig. 2D, E). In the absence of coopera-
tive stability, the trimer abundance curve also bends sharply at the reference synthesis rate (100%) and trimer 
quantities barely change, which is a similar outcome to our observations for dimer shown in Fig. 2A. In contrast, 
in a system with cooperative stability, trimer quantities are elevated upon increasing the synthesis rate of p1 or 
p3 . Thus, protein complexes subjected to cooperative stability are sensitive to synthesis rate variations in either 
direction (i.e., upward or downward). Intriguingly, the trimer response curves arising from p1 and  p3 synthesis 
rate variations are different to those of dimer. By varying the p3 synthesis rate, the system responds more sen-
sitively in terms of trimer abundance to both upward or downward rate variations (50% and 150%) compared 
to when the p1 synthesis rate is varied (Fig. 2F, G). That scenario is intuitive since the effect of monomers at an 
early stage of complex formation (see p1 in Fig. S1B) attenuates with a larger extent compared to the effect of 
monomers at intermediate steps. Taken together, these results indicate that cooperative stability allows protein 
complex formation systems to be more controllable upon unilateral up/downregulation of a given subunit. 
Moreover, the controllability of higher-order protein complexes is associated with the assembly order of the 
subunits responsible for regulating complex abundance.

Stoichiometric regulation through cooperative stability displays balanced strength in terms 
of optimality, controllability, and robustness.  We have demonstrated that a protein complex with 
cooperative stability maintains subunit stoichiometry across a broad range of parameter configurations and 
induces sensitive responses of dimer abundance to unilateral changes in the synthesis rate (upwards or down-
wards) of any given monomer. Both these benefits stem from the system’s capability to efficiently remove unas-
sembled monomers. That ability could also be achieved by negative feedback control of monomer synthesis. We 
wondered which mechanism is more prevalent in nature and which is more appropriate for designing synthetic 
protein complex circuits. To address those questions, we conducted in silico experiments to generate simulated 
data from circuits incorporating these mechanisms and then compared their performance according to several 
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Figure 2.   Protein complex formation systems with or without cooperative stability display asymmetric levels 
of controllability with respect to the directions of synthesis rate variation. (A) Dimer abundance in response 
to synthesis rate variations without cooperative stability (black) or with cooperative stability (green). Dimer 
abundance is normalized to dimer abundance when the p1 and p2 synthesis rates are the same. The p2 synthesis 
rate is fixed at 100 nM/h and the p1 synthesis rate varies from 0 to 200 nM/h. (B) Quantification of the dimer 
abundance response without (black) or with (gray) cooperative stability when the synthesis rate is reduced 
by 50% (from 100 to 50 nM/h). (C) Quantification of the dimer abundance response without (black) or with 
(gray) cooperative stability when the synthesis rate is increased by 50% (from 100 to 150 nM/h). (D, E) Trimer 
abundance response curves without (black) or with (red) cooperative stability arising from synthesis rate 
variation of p1 (D) and p3 (E). (F, G) Quantification of the trimer abundance response to p1 (gray) and to p3 
(light gray) synthesis rate variations, i.e., a 50% decrease (F) and a 150% increase (G). The association constant 
Ka is 0.05 nM−1 in all plots.
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aspects of circuit design. The process for reporting circuit performance is illustrated in Fig. 3. We considered 
four circuits encompassing possible combinations of the two mechanisms. Circuit 1 lacks both cooperative sta-
bility and negative feedback control of monomer synthesis (Fig. 3A). Circuit 2 has cooperative stability, but no 
negative feedback control (Fig. 3B). Circuit 3 has two negative feedback loops whereby each protein monomer 
directly inhibits transcription of its own mRNA transcription, but it lacks cooperative stability (Fig. 3C). Circuit 
4 displays cooperative stability and also possesses the two negative feedback loops (Fig. 3D). Simulated data 
generated from each circuit were assessed according to eight systems characteristics, five of which are steady-
state properties: (1) efficiency—the number of dimeric proteins produced by each mRNA molecule (Fig. 3E); 
(2) dimer ratio 1—the ratio of dimer to total protein quantities when the p1 and p2 synthesis rates are identical 

Figure 3.   Schematics of our model circuits and characteristics of a protein complex formation system. (A–D) 
Diagrams of the four assessed circuits. (A) Circuit 1 (open loop without cooperative stability). (B) Circuit 2 
(open loop with cooperative stability). (C) Circuit 3 (negative feedback loops without cooperative stability). 
(D) Circuit 4 (negative feedback loops with cooperative stability). (E–H) Schematics of the characteristics of a 
protein complex formation system. (E–G) Equilibrium properties, i.e. (E) efficiency, (F) dimer ratio, and (G) 
controllability, of a system at steady-state. (H) Dynamic behaviors of the system, i.e., response time to upward 
regulation, response time to downward regulation, and recovery time after a shot noise.
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(stoichiometrically balanced) (Fig. 3F); (3) dimer ratio 2—the ratio of dimer to total protein quantities when the 
p1 synthesis rate is two-fold that of the p2 synthesis rate (stoichiometrically imbalanced) (Fig. 3F); (4) upward 
controllability—the increase in dimer quantities when the p1 synthesis rate is increased two-fold (Fig. 3G); and 
(5) downward controllability—the decrease in dimer quantities when the p1 synthesis rate is decreased two-fold 
(Fig. 3G). The three remaining systems characteristics are kinetic properties: (6) upward response time—the 
duration for dimer quantities to reach a threshold after both monomer synthesis rates have risen abruptly to a 
high value (Fig. 3H); (7) downward response time—the duration for dimer quantities to fall below a threshold 
after both monomer synthesis rates have abruptly dropped to a low value (Fig. 3H); and (8) recovery time—the 
duration for monomer quantities to return to the steady-state value after an impulse perturbation (Fig. 3H). 
These eight characteristics capture three general aspects of biological circuit design. First, optimality character-
istics (efficiency, dimer ratio 1, upward response time) quantify behaviors under conditions of stoichiometric 
balance or optimal conditions. Second, robustness characteristics (dimer ratio 2, recovery time) quantify stoi-
chiometric maintenance and recovery from perturbations. Third, controllability characteristics (upward/down-
ward controllability, upward/downward response time) quantify responsiveness to upward/downward synthesis 
rate variations.

We compared the performance of our four protein complex circuits based on these eight characteristics 
according to the following procedures. Simulated data for the four circuit models with 10,000 parameter con-
figurations were generated within the physiologically relevant ranges reported in Table 1. For each characteristic, 
we measured the performance of a circuit in terms of the probability that it is superior to other circuits over 
the sampled parameter configurations. However, since these circuits do not possess the same set and number 
of parameters, it is more fair to compare pairs of circuits rather than all circuits at once. Therefore, we propose 
an indirect approach to measure circuit performance through pairwise comparisons. In brief, for each pair of 
circuits we calculated the probability that one circuit outperforms another over 10,000 parameter configura-
tions. The probability of the ranking order of four circuits in a permutation is proportional to the product of 
probabilities of all compatible pairwise orders. The probability of the ranking of one circuit is marginalized from 
the probabilities of the ranking orders of four circuits. Finally, the performance index of one circuit is the area 
under the cumulative mass function of its probability of the ranking. A detailed protocol is described in the 
Materials and Methods.

In Fig. 4, we illustrate by means of radar charts the relative performance of the four circuits for all eight 
characteristics at once by which we could unbiasedly compare the overall performance profiling of each circuit. 
Circuit 1 (open loop without cooperative stability, Fig. 4A) achieved the highest performance in all optimality 
indices, but the lowest performance in all robustness indices and for some controllability indices (upward con-
trollability, downward response time). Circuit 2 (open loop with cooperative stability, Fig. 4B) displayed a very 
balanced performance of all characteristics. Although its optimality indices are inferior to those of Circuit 1, they 
are better than for the other two circuits. Moreover, its robustness indices are considerably superior to those of 
circuit 1 and they are comparable to those of the other two circuits. Its controllability indices are generally supe-
rior to those of circuits 1 and 3 and they are comparable to those of Circuit 4. Circuit 3 (negative feedback loops 
without cooperative stability, Fig. 4C) presented the best performance for one robustness index (dimer ratio 2), 
but displayed slightly inferior performance to Circuit 2 for optimality indices and overall poor performance for 
controllability indices. Circuit 4 (negative feedback loops with cooperative stability, Fig. 4D) exhibited superior 
performance to other circuits for one robustness index (recovery time) and two controllability indices (upward 
controllability and downward response time), yet its performance was poor for all remaining indices.

We deduce several important attributes from our comparative assessment of the four circuits. No circuit 
universally outperformed the other circuits for all characteristics, with individual circuits displaying distinct 
strengths and weaknesses. Generally, the circuit lacking mechanisms to maintain subunit stoichiometry (Circuit 
1) achieves the best performance with respect to optimality when stoichiometry is already in balance. However, 
that circuit is vulnerable if subunit stoichiometry is perturbed by genetic or environmental variations. Coopera-
tive stability significantly improves circuit robustness (compare circuits 1 and 2). In addition, cooperative stability 
enhances controllability of an open loop circuit (compare circuits 1 and 2) and the dual negative-feedback loop 
circuit (compare circuits 3 and 4). This enhanced controllability exerted by cooperative stability supports our 
findings presented in Fig. 2, indicating that cooperative stability enables a protein complex to be more control-
lable independently of negative feedback control. Negative feedback-regulated synthesis also improves circuit 
robustness in the absence of cooperative stability (compare circuits 1 and 3), yet Circuit 4 that was equipped 
with both mechanisms only achieved best performance for three indices, so dual regulatory mechanisms do not 
additively increase circuit performance. This comparative analysis reveals that cooperative stability and negative 
feedback exert distinct effects. Hence, although they both maintain subunit stoichiometry, they endow different 
characteristics on protein complex formation systems.

Discussion
Here, we have investigated the role of cooperative stability in the formation and regulation of protein complexes 
by means of quantitative models and simulated data. We have identified two properties markedly distinguishing 
systems with or without cooperative stability. First, a protein complex subjected to cooperative stability maintains 
a higher complex/monomer abundance ratio over a wide range of parameter configurations. Second, coopera-
tive stability facilitates sensitive responses in terms of complex abundance to either decreasing or increasing 
rates of monomer synthesis. We further expanded the scope of our study by generating four circuits of protein 
complex formation that incorporated combinations of two mechanisms for regulating subunit stoichiometry, i.e., 
cooperative stability and negative feedback control, and then comparing their performance according to eight 
characteristics pertaining to system optimality, controllability, and robustness. Although a number of previous 
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studies have investigated the benefits of cooperative stability in protein complex formation, the two properties 
of robust stoichiometry maintenance and bidirectional controllability reported herein remain less well explored. 
Moreover, despite synthetic biological circuits being the subject of numerous studies, their primary focus tends 
to be either on general design principles43,44 or implementation of systems with specific functions45,46, and very 
few have determined desirable characteristics or compared circuits in terms of those characteristics. Hence, our 
approach may be generalized to other systems beyond protein complexes.

The robustness and controllability endowed by cooperative stability provide strong evidence for the selective 
advantage of this regulatory mechanism in enabling protein complexes to respond to environmental stimulations 
such as stress responses47,48. Through cooperative stability, a protein complex can swiftly respond to a wide range 
of system variations induced by environmental/cellular stimulations and without the need for reprogramming 
of the entire regulatory circuit or adversely impacting proteostasis. Accordingly, the system can evolve further 
independent regulatory circuits that are amenable to modularization. Moreover, the incoherence among how 
different subunits are synthesized creates additional degrees of freedom to develop complex regulatory logics.

Figure 4.   Circuit performance according to multiple design characteristics. Radar charts representing the 
relative performance of each circuit according to eight characteristics across the parameter space. The score is 
the result of multiple comparison between a given circuit and the other three circuits. The eight characteristics 
are grouped into three categories: (1) Optimality [Efficiency and Dimer ratio 1 (stoichiometrically balanced)], 
denoted by diamonds; (2) Robustness [(Dimer ratio 2 (stoichiometrically imbalanced)) and Recovery time]], 
denoted by squares; and (3) Controllability [Upward/Downward controllability and Upward/Downward 
response time], denoted by circles. (A) Circuit 1 (open loop without cooperative stability) (blue). (B) Circuit 
2 (open loop with cooperative stability) (orange). (C) Circuit 3 (negative feedback loops without cooperative 
stability) (green). (D) Circuit 4 (negative feedback loops with cooperative stability) (red).
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Our systematic characterization of four theoretical protein complex circuits incorporating combinations 
of two regulatory mechanisms potentially contributing to stoichiometric balance (Fig. 4) supports that diverse 
mechanisms may act in natural or synthetic systems to cope with various contexts and requirements. Each of 
the four putative circuits displayed strengths and weaknesses for distinct design aspects, and none of the circuits 
was universally superior or inferior for all characteristics. Thus, cooperative stability, negative feedback control, 
and an absence of any mechanism of stoichiometric balance each endow distinct advantages in terms of circuit 
controllability, robustness and optimality. Cooperative stability enables a protein complex to respond swiftly 
to unilateral changes of inputs (Fig. 2), thereby rendering the system controllable. Negative feedback loops are 
well known in control theory as system stabilizers49. A circuit lacking mechanisms of stoichiometric balance is 
superior under the optimality condition since it does not incur the unnecessary cost (excessive degradation or 
inhibition of monomers) borne by circuits that do have them. For Circuit 1 (without any mechanism of stoichio-
metric balance) and Circuit 3 (solely having negative feedback control), their respective strengths in optimality or 
robustness are accompanied by weaknesses in the other two traits. Consequently, Circuit 1 is likely most appro-
priate for abundant housekeeping protein complexes that already have fine-tuned regulatory circuits mediating 
their components to maintain subunit stoichiometry, do not need to respond to environmental/internal changes, 
and tolerate minor fluctuations and noise. In contrast, Circuit 3 is likely best for protein complexes requiring 
stable production or rigorously controlled stoichiometric balance, such as the gp6–gp7 complex of HK97 phage 
given that imbalance of its two constituent subunits interferes with complex assembly50.

Cooperative stability endows both robustness (Fig. 1) and controllability (Fig. 2) on protein complex forma-
tion, with the circuit incorporating cooperative stability alone (Circuit 2) achieving the most balanced perfor-
mance across all eight assessed characteristics (Fig. 3). Therefore, Circuit 2 meets the highest number of design 
criteria and likely operates in most natural protein complexes. This speculation is supported by two systematic 
studies showing that many protein complex subunits exhibit non-exponential degradation30 and subunits over-
expressed or encoded by extra chromosomes are post-translationally buffered via protein degradation22,29,30. 
Furthermore, systematic quantification of protein synthesis rates in aneuploid cells has shown that most protein 
complex subunits are not subjected to feedback regulation11.

Curiously, the benefits of the two mechanisms of stoichiometric balance are not additive. Though our circuit 
encompassing both cooperative stability and negative feedback control (Circuit 4) achieved the best performance 
for three indices pertaining to controllability and robustness, it displayed the worst performance for almost all of 
the remaining indices. Consequently, combining both mechanisms is clearly more costly than either alone under 
optimal conditions, significantly impairing the performance of optimality indices. Moreover, performance of 
some of the robustness and controllability indicators is modest for Circuits 2 and 3, but quite poor for Circuit 4. 
Protein complex formation systems appear to operate best when the protein complexes need to recover quickly 
from transient perturbations and respond to persistent changes of inputs, but the extra resources consumed to 
buffer against such challenges are not critical, as reported for the hypoxia-Inducible factor heterodimer51.

It is curious that the efficiency ( p3m1
 at steady state) performance of Circuit 3 is considerably inferior to Circuit 

1 since negative feedback loops presumably affect only transcription rates but not protein synthesis or degrada-
tion rates. Explanation for this counter-intuitive behavior requires delving into the model equations. Feedback 
loops directly regulate the mRNA synthesis rates through free monomer concentrations (Eqs. 27–28), but this 
additional regulation alters both m1 and p3 values at steady state. In the closed loop circuit, both m1 and p3 values 
decrease compared to the open loop circuit. Yet p3 reduces more than m1 , and hence the efficiency in circuit 3 is 
lower than circuit 1. As an approximation, we assume the dimer degradation rate �3 is negligible in Eq. (26), 
hence konp1p2 − koff p3 = 0 . In Circuit 1, steady state m1 and  m2 are determined by model parameters independ-
ent of circuits, hence can be treated as constants c1 and c2 . The steady state p1 and p2 from Eqs. (24–25) become 
p1 = Kt1c1

�1
, p2 = Kt2c2

�2
 , and from simplified Eq. (26) p3 = Kap1p2 = KaKt1Kt2c1c2

�1�2
 , and p3m1

= KaKt1Kt2c2
�1�2

 . In Circuit 
3, according to Eqs. (27–28) the steady state m1 and m2 are approximately m1 = c1

K
K+p1

,m2 = c2
K

K+p2
 , and 

p1 = Kt1c1
�1

K
K+p1

, p2 = Kt2c2
�2

K
K+p2

.  Thus p1 and p2 are solutions of quadratic equations. Approximately, the dimer 
quantity in Circuit 3 scales with a square root p3 = KaK

√

Kt1Kt2c1c2
�1�2

 , while the mRNA quantity in Circuit 3 scale 
with a hyperbola function with a much slower rate ( m1 = c1

K
K+p1

) since reduction of p1 is buffered by constant 
K . Therefore, the ratio p3m1

 becomes smaller in a closed loop circuit.
The radar charts in Fig. 4 give an impression that all characteristics are of the same importance. In fact, they 

are merely a visualization tool to concurrently display the performance of multiple characteristics in the same 
charts. We treat each characteristic independently from others but do not assume their relative importance. 
Moreover, the magnitude along each direction of the charts is obtained from the relative performance (ranking 
orders) of the circuits over parameter configurations, and is not directly tied to the scales of each performance 
index. The relative importance of these characteristics is subjective and depends on the specific tasks the circuit 
will achieve. In principle, one may assign different importance to each characteristic (depending on specific 
design goals) and rescales the axes accordingly.

Besides cooperative stability, cotranslational assembly is another important mechanism to regulate subunit 
stoichiometry of protein complexes. Cotranslational assembly is common in cells52. Furthermore, McShane et al.30 
showed that non-exponentially degrading proteins are often subunits of complexes that assemble early, and are 
thus more likely to assemble cotranslationally. These lines of evidence suggest that co-translated complex subunits 
might tend to possess cooperative stability. On the other hand, from an evolutionary perspective a major benefit 
of cooperative stability is robustness against unilateral fluctuation of subunit synthesis. Since cotranslationally 
assembling subunits assemble together when attached to ribosomes, they might not need an extra mechanism 
to regulate their stoichiometry. Consequently, cooperative stability and cotranslational assembly might serve as 
complementary mechanisms to maintain subunit stoichiometry. It remains an open problem to resolve these 
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two speculations as to our knowledge no proteome-wide concurrent interrogation of the two processes has yet 
been undertaken.

Our study represents an exploratory assessment to better understand the theoretical roles of protein degrada-
tion mechanisms in protein complex formation. To achieve that goal, we adopted a “design review” approach to 
compare the performance of several circuits according to diverse indices pertaining to system characteristics. 
Despite the significant implications we have deduced from simulated data, the study is limited in several respects, 
so there is considerable scope for future study. First, our model treats complex formation as a chemical reac-
tion of free molecules, overlooking the machineries involved in facilitating subunit associations/disassociations 
such as scaffolds and chaperons. Second, stoichiometric balance is a crucial but not the only desirable property 
of protein complex formation. We have not addressed other important properties, such as delivery of protein 
complexes to the correct locations and their removal when no longer needed. Third, even within the scope of 
stoichiometric balance, other regulatory mechanisms may be active, such as provision of bait molecules to divert 
subunits or controlled subunit localization, which have not been considered herein. Fourth, the eight indices 
encompassing three design aspects certainly cannot be considered as systematically describing all of the charac-
teristic requirements of a biological circuit, though together they do represent an adequate overview. Fifth, our 
model is generic and does not represent any specific protein complex. Focusing on a specific system, enriching 
the model with additional pertinent detail, and generating experimental data for such a system would help 
validate the conclusions we have derived from our simulated data and provide deeper insights into how protein 
complex formation is regulated. From a synthetic biology perspective, introducing cooperative stability into a 
protein complex system is more challenging than endowing a system with negative feedback control of mRNA 
synthesis since our collective knowledge of protein degradation mechanisms is much less complete than that of 
mRNA synthesis. A feasible method of programing protein degradation, and thus exerting cooperative stabil-
ity, is to insert/delete degrons (short amino acid motifs recognized by the protein degradation machinery) into 
target proteins53–56. Efforts to overcome these limitations are warranted to provide a more holistic overview of the 
regulatory control of protein complex formation systems and represent promising avenues for future research.

Methods
Heterodimer.  Three differential equations describing the dynamics of the three species in heterodimer for-
mation system are (Fig. S1A):

In this system, p1 monomer and p2 monomer form a heterodimer p3 with association and dissociation rate 
constants  kon and koff  . The protein synthesis rates of  p1 and p2 monomers are set as constants C1 and C2 , respec-
tively. Each protein specie pi has its degradation rate �i.

We assume that dimerization is much faster than synthesis and degradation based on the typical range of 
parameter values42,57, so equilibrium is reached instantaneously:

where the association constant Ka is the ratio of kon/koff .
To corroborate this assumption, we collected data about the rates of dimerization, protein synthesis and 

degradation from piror studies and justified the claim. The typical kon of protein–protein complexes ranges from 
105 to 109 M-1 s-1 (3.6 × 10–1–103 nM-1 h−1)57–59 and the median protein concentration in cells is around ~ 300 nM 
as measured by a quantitative mass spectrometry study42. By using the median value (Ka = 0.05 nM−1) of binding 
affinity in PDBbind database41, we estimated the monomer concentration ~ 70 nM to give rise a total concen-
tration 315 nM of a given protein. By multiplying the kon by the square of monomer concentration, the typical 
dimerization rate ranges from 103 to 107 nM/h. Even if the smallest association rate constant is used for esti-
mation, the slowest dimerization rate 1.746 × 103 nM/h is still much faster than the median protein synthesis 
rate ~ 102 nM/h in Table 1.

Let ptot1  and ptot2  be the total concentration of p1 and p2 , respectively:

Thus, we can modify Eqs. (1) and (2) to:

(1)
dp1

dt
= C

1
+ koff p3 − �1p1 − konp1p2

(2)
dp2

dt
= C

2
+ koff p3 − �2p2 − konp1p2

(3)
dp3

dt
= konp1p2 − k

off
p3 − �3p3

(4)p1p2Ka = p3

(5)ptot1 = p1 + p3

(6)ptot2 = p2 + p3

(7)
dp1

tot

dt
= C1 − �1p1 − �3p3
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The net rate of change for ptoti  is determined by the rate of inflow (monomer synthesis rate Ci ) and rate of 
outflows (degradation rates when pi is in monomer form �ipi and in heterodimer �3p3).

We solve these equations at steady-state where dp1
tot

dt = dp2
tot

dt = 0.
First, we obtain p2 in terms of p1 and other parameters from (8) by replacing p3 from (4):

Then, we solve p1 from (7) by replacing p3 and p2 from (4) and (9):

Multiply both sides by (�2 + Ka�3p1) so that:

Then, rearranging the equations:

Based on the quadratic formula, the solution for p1 is −b±
√
b2−4ac
2a  ,  where a = Ka�1�3 , 

b = (�1�2 + KaC1�3 + KaC2�3) and c = −�2C1 , so we obtained the solution to p1 at steady-state:

A similar procedure gave a solution for p2 at steady-state:

Given that the concentration of a protein cannot be negative, we selected −b+
√
b2−4ac
2a  from both p1 and p2 

solutions for further analysis.
Replacing the solutions to p1 and p2 in (4), we obtained a solution for p3 at steady-state:

Heteromeric trimer.  We denote ptot1  , ptot2  and ptot3  as representing the total concentrations of p1 , p2 and 
p3 , respectively. The three differential equations describing the system (Fig. 1B) based on our assumption that 
dimerization is faster than synthesis and degradation are:

where K1 = k1on
k1off

 , K2 = k2on
k2off

.
At steady-state, Eqs. (10–12) can be rewritten by replacing.
p12 and p123 from (13) and (14):

(8)
dp2

tot

dt
= C2 − �2p2 − �3p3

C2 − �2p2 − �3p1p2Ka = 0

C2 − p2(�2 − �3p1Ka) = 0

(9)p2 =
C2

(�2 + Ka�3p1)

C1 − �1p1 − �3p1(
C2

(�2 + Ka�3p1)
)Ka = 0

C1�2 − �1�2p1 − KaC1�3p1 − Ka�1�3p
2
1 − KaC2�3p1 = 0

Ka�1�3p
2
1 + p1(�1�2 + KaC1�3 + KaC2�3)− C1�2 = 0

p1 =
KaC1�3 − KaC2�3 − �1�2 ±

√

Ka
2C1

2�3
2 + Ka

2c22�3
2 − 2Ka

2C1C2�3
2 + 2KaC1�1�2�3 + 2KaC2�1�2�3 + �1

2
�2

2

2�1�3Ka

p2 =
−KaC1�3 + KaC2�3 − �1�2 ±

√

Ka
2C1

2�3
2 + Ka

2C2
2�3

2 − 2Ka
2C1C2�3

2 + 2KaC1�1�2�3 + 2KaC2�1�2�3 + �1
2
�2

2

2�2�3Ka

p3 =
c2(KaC1�3 − KaC2�3 − �1�2 +

√

Ka
2C1

2�3
2 + Ka

2c22�3
2 − 2Ka

2C1C2�3
2 + 2KaC1�1�2�3 + 2KaC2�1�2�3 + �1

2
�2

2)

�3(KaC1�3 − KaC2�3 + �1�2 +
√

Ka
2C1

2�3
2 + Ka

2C2
2�3

2 − 2Ka
2C1C2�3

2 + 2KaC1�1�2�3 + 2KaC2�1�2�3 + �1
2
�2

2)

(10)
dp1

tot

dt
= C1 − �1p1 − �12p12 − �123p123

(11)
dp2

tot

dt
= C2 − �2p2 − �12p12 − �123p123

(12)
dp3

tot

dt
= C3 − �3p3 − �123p123

(13)p1p2K1 = p12

(14)p12p3K2 = p123

(15)C1 − �1p1 − �12p12 − �12p1p2K1 − �123p1p2p2K1K2 = 0
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This model cannot be analytically solved due to the non-linear term, so we numerically solved this nonlinear 
equation using parameter values within physiological ranges (Table 1).

Open circuit without negative feedback control.  To compare circuits with or without negative feed-
back regulation, we incorporated a transcription factor ( TFi ) and mRNA ( mi ) into our model:

where Krti , Ktti , �mti and �tfi denote the transcription rate, translation rate constant, mRNA, and protein degrada-
tion rate constant of transcription factor i , respectively. Since we assume transcription and translation of the 
transcription factors are independent of the downstream mRNAs and proteins, we can treat their quantities as 
constants. At steady state ( dmti

dt = dTFi
dt = 0 ), the concentration of mti is Krti

�mti
 and TFi is Ktti

�tfi
mti . By replacing mti by 

Krti
�mti

 , we can obtain the transcription factor concentration TFi = KrtiKtti
�mti�tfi

.

where Kri , Kti , kon , koff  , Ktfi , and h denote the transcription rate, translation rate constant, association rate con-
stant, dissociation rate constant, TF-promoter binding affinity, and Hill coefficient, respectively. We solved the 
equations at steady-state so that the net reaction rates of all reactions equal zero. The system can be divided into 
two sub-systems, i.e., transcription factor synthesis and protein complex formation. By solving Eqs. (22) to (26), 
we obtained the levels of p1 and p2 mRNAs:

where TF1 = Krt1Ktt1
�mt1�tf 1

 and TF2 = Krt2Ktt2
�mt2�tf 2

.
Solving Eqs. (24) to (26) based on the quadratic formula, the solution for p1 is −b±

√
b2−4ac
2a  , where a = kon�1�3 , 

b = konC2�3 − konC1�3 + �1�2koff  and c = −�2C1(�3 + koff ) , with Ci being the translation rate of pi , i.e., Ktimi.
The solutions to p1 at steady-state, as well as p2 and p3 , were derived with a similar fashion as described in 

the “Heterodimer” section above.

(16)C2 − �2p2 − �12p12 − �12p1p2K1 − �123p1p2p2K1K2 = 0

(17)C3 − �3p3 − �123p1p2p3K1K2 = 0

(18)
dmt1

dt
= Krt1 − �mt1mt1

(19)
dmt2

dt
= Krt2 − �mt2mt2

(20)
dTF1

dt
= Ktt1mt1 − �tf 1TF1

(21)
dTF2

dt
= Ktt2mt2 − �tf 2TF2

(22)
dm1

dt
= Kr1

TFh1

Kh
tf 1 + TFh1

− �m1m1

(23)
dm2

dt
= Kr2

TFh2

Kh
tf 2 + TFh2

− �m2m2

(24)
dp1

dt
= Kt1m1 + koff p3 − konp1p2 − �1p1

(25)
dp2

dt
= Kt2m2 + koff p3 − konp1p2 − �2p2

(26)
dp3

dt
= konp1p2 − koff p3 − �3p3

m1 =
Kr1(TF1)

h

�m1(K
h
tf 1 + (TF1)h)

m2 =
Kr2(TF2)

h

�m2(K
h
tf 2 + (TF2)h)
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Closed circuit with negative feedback control.  Closed circuits exhibit feedback regulation exerted by 
monomers at the transcriptional level, so Eqs. (22) and (23) for the open circuit can be modified by adding the 
negative feedback term K

K+pi
 , where K is the transcription factor and promoter association constant:

We solved the nonlinear equations numerically by assigning the parameters with values within physiological 
ranges (Table 1).

Parameter estimation.  All parameter values employed in our analysis are medians (where relevant) of 
their respective physiological ranges based on experimental data. Parameter data was obtained from PDBbind, 
(http://​www.​pdbbi​nd.​org.​cn/)41 and all protein–protein interaction (PPI) dissociation constants were selected. 
The dissociation constant ( KD ) for a PPI is typically 1 ~ 1000 nM (permanent ~ transient)60,61, so we set a cutoff 
( KD = 1000nM ) to filter out weak PPIs considered transient interactions and thereby allowing us to focus on 
protein complexes. The physiological ranges for protein and mRNA half-lives were taken from two systematic 
studies on human cell lines62,63. Protein synthesis rates in human cell lines were estimated based on a quantitative 
study in which copy numbers of proteins per cell were quantified over time42. We converted the copy number to 
concentration based on a typical cell volume of plasma cells (~ 2000 μm3). All data employed are plotted in Fig. 
S2. The transcription and translation rates were adjusted so that the final protein synthesis rate fell within their 
respective physiological ranges. Values for the repressor-promoter dissociation constant and cooperativity of 
promoter activity in vivo were chosen based on previous studies64,65.

Tolerance range.  We propose a tolerance range to measure the ranges of the monomer synthesis rates 
maintaining subunit stoichiometry. Specifically, we fixed the p2 synthesis rate and then varied the p1 synthesis 
rate, which established upper and lower limits of the p1 synthesis rate when dimer p3 abundance exceeds that of 
monomers p1 and p2 . The tolerance range is defined as:

Tolerance score.  In line with tolerance range, we propose a tolerance score to measure the robustness of 
stoichiometry maintenance by quantifying the difference between dimer and monomer concentrations within 
the physiological range of monomer synthesis variations ( ≤twofold). We also fixed the p2 synthesis rate ( C2 ) and 
then varied the p1 synthesis rate ( C1 ) from 0 to twofold of C2 . The tolerance score is defined as:

The value of integral from C1 = 0 to C1=2C2 of dimer minus the more abundant monomer can be negative 
if dimer is less than the monomer.

Selection of eight characteristics for a protein complex formation system.  We assessed the 
simulated data generated from our four circuits (Fig. 3A–D) according to eight systems characteristics. There 
are two scenarios for the five steady-state properties: stoichiometrically balanced ( p1 and p2 synthesis rates are 
identical) and stoichiometrically imbalanced ( p1 synthesis rate is 0.5-fold or twofold the p2 synthesis rate). The 
fold-change in synthesis rate was achieved by assigning the indicated fold-change to the transcription rate con-
stant ( Kr ). We obtained solutions for m1 , m2 , p1 , p2 , and p3 in the two scenarios. When the p1 and p2 synthesis 
rates are identical, (1) “Efficiency” is obtained by dividing p3 by m1 , and (2) “Dimer ratio 1” is the ratio of p3 to 
the total protein concentration ( p1 + p2 + p3 ). (3) “Dimer ratio 2” is the ratio of p3 to ( p1 + p2 + p3 ) when the 
p1 synthesis rate is twofold that of p2 . (4) “Upward controllability” is obtained by calculating the fold-change 
of p3 relative to the twofold increase in the p1 synthesis rate, and (5) “Downward controllability” is obtained by 
calculating the fold-change of p3 relative to the 0.5-fold decrease in the p1 synthesis rate. For the three kinetic 
properties, we used ODE solver in SciPy, a scientific library for Python, to solve the differential equations with 
the indicated parameter values, the initial state of each reactant, a duration time of 1,200,000 s, and a time inter-
val of 0.5 s. Accordingly, (6) “Upward response time” is the duration for dimer quantities to reach 200 from 0 nM 
based on an abrupt increase in transcription rates and an initial state that all reactants are 0 nM. Similarly, (7) 
“Downward response time” is the duration for dimer quantities to fall below 50% of their steady-state levels, with 
an abrupt termination of translation rates and an initial state that all reactants are at steady-state levels. Finally, 
(8) “Recovery time” is the duration for p1 monomer to return to its steady-state value after an impulsive pertur-
bation (fivefold its steady-state value), with all other reactants starting from their steady-state values.

(27)
dm1

dt
= Kr1

TFh1

Kh
tf 1 + TFh1

K

K + p1
− �m1m1

(28)
dm2

dt
= Kr2

TFh2

Kh
tf 2 + TFh2

K

K + p2
− �m2m2

Tolerancerange =
{

0,Upperlimit ≤ Lowerlimit

log2
Upperlimit
Lowerlimit ,Upperlimit > Lowerlimit

Tolerancescore =
∫ 2C2

0
(p3 −max

(

p1, p2
)

)dC1

http://www.pdbbind.org.cn/)
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Comparing system characteristics over parameter configurations.  The characteristic values of a 
circuit depend on its parameter configurations. To compare the performance of each pair of circuits, we gener-
ated simulated data with combinations of parameter values within physiologically relevant ranges (Table 1) and 
then counted the proportion of parameter configurations in which one circuit was superior to the other. We 
considered four parameters in the models: (1) synthesis rate ( C ); (2) protein–protein interaction equilibrium 
constant ( Ka ); (3) cooperative stability ( � ); and (4) negative feedback strength ( K ). Next, we chose 10 values 
evenly distributed across the physiologically relevant range for each parameter. The four circuits have different 
numbers of parameters and parameter configurations: 102 for Circuit 1 ( C and Ka ), 103 for Circuits 2 and 3 ( C , 
Ka , � or K ), and 104 for Circuit 4 ( C , Ka , � , K ). To standardize the numbers of parameter configurations for cir-
cuit comparison, we generated degenerate configurations ( � = 0 or K = 0 ) 10 or 100 times so as to produce 104 
comparison outcomes for each pair of circuits.

Performance score.  We assigned each protein complex circuit a performance score for each system char-
acteristic. A performance score is typically deduced from simultaneous comparison of all circuits. However, 
since each circuit has a different number of parameters, simultaneous comparison of all our circuits may not be 
appropriate. Instead, we converted the pairwise comparison results into a performance score by first evaluating 
the probability Pi>j for a circuit pair (i, j) as the fraction of the 104 parameter configurations where Circuit i is 
superior to Circuit j . Then, we calculated the probabilities of all 4! = 24 possible rankings of the four circuits by 
combining the pairwise probabilities compatible with the ranking order:

where j1 ≺ j2 denotes that j1 precedes j2 in the ranking order. Next, based on the ranking probabilities, we 
obtained the probability mass function (PMF) Pi(r = j) to denote the probability that Circuit i has rank j , rep-
resenting the sum of all compatible rank probabilities:

Finally, we evaluated the cumulative mass function (CMF) Pi(r ≤ j) and used the area under CMF as the 
performance score.

Consent for publication.  All authors have read and approved the manuscript.

Data availability
The work is derived from simulated data. The source codes of building quantitative models and running simula-
tions are provided in Supplementary File S2.
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