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#### Abstract

A man has a house with $n$ doors. Initially he places $k$ pairs of walking shoes at each door. For each walk, he chooses one door at random, and puts on a pair of shoes, returns after the walk to a randomly chosen door and takes off the shoes at the door. Let $T_{n}$ be the first time a door is chosen to walk out but with no shoes available. We show that as $n \rightarrow \infty, T_{n}$ has the same asymptotic distribution and moments as the number of choices required to choose among $n$ equally likely alternatives repeatedly until any one of the alternatives has appeared $k+1$ times. To derive these results, we need to consider a more general setting where the numbers of pairs of shoes initially placed at the doors (initial configuration) are not necessarily equal. We show that $T_{n}$ increases in the sense of stochastic ordering if the initial configuration is more evenly distributed in the sense of majorization.
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## 1. Introduction

A man has a house with $n \geq 2$ doors. Initially he places $k \geq 1$ pairs of walking shoes at each door. For each walk, he chooses one door at random, and puts on a pair of shoes, returns after the walk to a randomly chosen door and takes off the shoes at the door. Sooner or later he discovers that no shoes are available at the door he has chosen for a further walk (and has to walk barefoot). We are interested in the asymptotic behavior as $n \rightarrow \infty$ of the distribution and moments of the number of finished walks (before walking barefoot). When $n=2$ (a house with 2 doors), this problem is referred to as "Number of walks until no shoes" in the well-known book "Problems and Snapshots from the World of Probability" by Blom et al. ${ }^{[2]}$. The problem first appeared in The American Mathematical Monthly ${ }^{[1]}$.

Our study of this problem was originally motivated by modeling, design and analysis of bicycle-sharing systems ${ }^{[3,8]}$, which have become popular in
major cities worldwide. In a bicycle-sharing system, for example the YouBike system ${ }^{[7]}$, a user can rent a bike at one station and return it at another station. For such a system to be user-friendly, the number of stations where a user can rent and return a bike needs to be large and the number of bikes available at a station should depend on the demand at the station. In particular, it is costly if a user discovers that no bikes are available at the chosen station. A bicycle-sharing system may be formulated mathematically as follows. Suppose that there are $n$ stations labeled $1,2, \ldots, n$. For $i=1,2, \ldots$, let $a_{i}$ be the arrival time of the $i$-th customer at station $s_{i} \in\{1, \ldots, n\}$ with $0<a_{1}<a_{2}<\cdots$. The $i$-th customer rents a bike (if available) at station $s_{i}$ and returns it at station $s_{i}^{\prime} \in\{1, \ldots, n\}$ at the departure time $b_{i}$ with $b_{i}>a_{i}$. The $i$-th customer is lost if no bike is available at station $s_{i}$. To reduce the rate of customers lost, bikes need to be shipped between stations periodically according to a policy that takes various costs into account. While stochastic modeling of a bicycle-sharing system and finding a cost-effective policy is a challenging issue in operations management, our doors-shoes problem corresponds to a much simplified special case with $b_{i}<a_{i+1}$ (i.e., the next customer arrives after the current customer returns the bike).

More specifically, with the $n$ doors labeled $1, \ldots, n$, let $D_{t}, D_{t}^{\prime}, t=1,2, \ldots$ be i.i.d. uniformly distributed on $\{1, \ldots, n\}$, where $D_{t}$ denotes the labeling of the door which the man chooses to go out for the $t$-th walk and $D_{t}^{\prime}$ denotes the labeling of the door which he chooses to return upon completing the $t$-th walk. Let

$$
\begin{equation*}
L_{n}=\inf \left\{t \geq k+1: \sum_{r=1}^{t} \mathbf{1}_{\left\{D_{r}=D_{t}\right\}}=k+1\right\} \tag{1}
\end{equation*}
$$

the first time a door has been chosen $k+1$ times to walk out. Note that $L_{n}$ can be viewed as the number of choices required to choose among $n$ equally likely alternatives repeatedly until any one of the alternatives has appeared $k+1$ times (cf. Ref. ${ }^{[4]}$ ). Let $T_{n}$ be the first time a door is chosen to walk out but with no shoes available (i.e., the first time the man walks barefoot). Thus $T_{n}-1$ is the number of finished walks (before walking barefoot).

It is instructive to consider a more general setting where the initial numbers of pairs of shoes placed at the $n$ doors are not necessarily equal. Let $V_{n}=\left(v_{1}, \ldots, v_{n}\right)$ where $v_{i}$ denotes the initial number of pairs of shoes placed at door $i$. We will refer to $V_{n}$ as the initial configuration (of the numbers of pairs of shoes placed at the $n$ doors). Let $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ and $E\left(T_{n}^{r} \mid V_{n}\right)$ denote, respectively, the distribution and $r$-th moment of $T_{n}$ when the initial configuration is $V_{n}$. Note that $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ and $E\left(T_{n}^{r} \mid V_{n}\right)$ are invariant with respect to permutations of $V_{n}$.

In Section 2, we first describe a useful relationship between $T_{n}$ and $L_{n}$ (Proposition 1) and then give the main results (Theorems 2-5) which show under suitable conditions on $V_{n}$ that $T_{n}$ has the same asymptotic distribution and moments as $L_{n}$. Moreover, we also consider the case $k=1$ and derive (with $V_{n}=(1, \ldots, 1)$ ) the asymptotic (conditional) distribution and moments of $T_{n}-L_{n}$ given $T_{n}>L_{n}$, a consequence of which is

$$
\lim _{n \rightarrow \infty} E\left(T_{n}-L_{n}\right)=\frac{2}{3}
$$

The proofs of Proposition 1 and Theorems 3-5 are contained in Section 3. To prove Theorem 3, we need to show that $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ is stochastically smaller than $\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$ if $V_{n}$ majorizes $V_{n}^{\prime}$ (see Theorem 6), which is of independent interest. The proof of Theorem 6 is given in Appendix.

## 2. Main results

In this section, we first give a useful relationship between $T_{n}$ and $L_{n}$. Then we will show under suitable conditions on $V_{n}$ that $T_{n}$ has the same asymptotic distribution and moments as $L_{n}$. The proofs of Proposition 1 and Theorems 3-5 are postponed to Section 3.
Proposition 1. Suppose $V_{n}=(k, \ldots, k)$.
(i) Then $P\left(T_{n}>L_{n} \geq \ell\right)=E\left[\left\{1-(1-1 / n)^{L_{n}-1}\right\} \mathbf{1}_{\left\{L_{n} \geq \ell\right\}}\right]$. Consequently, $P\left(T_{n}=L_{n}\right)=E\left[(1-1 / n)^{L_{n}-1}\right]$.
(ii) As $n \rightarrow \infty$, we have $P\left(T_{n}=L_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$.

Recall that Dwass ${ }^{[4]}$ has shown that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\frac{L_{n}}{n^{k /(k+1)}} \leq x\right)=1-\exp \left\{-\frac{x^{k+1}}{(k+1)!}\right\}, \text { for } x>0 \tag{2}
\end{equation*}
$$

That is, $L_{n} / n^{k /(k+1)}$ has asymptotically a Weibull distribution with shape parameter $k+1$ and scale parameter $[(k+1)!]^{1 /(k+1)}$, which we denote by Weibull $\left(k+1,[(k+1)!]^{1 /(k+1)}\right)$. Thus, an immediate consequence of Proposition 1(ii) and Equation (2) is as follows.

Theorem 2. Suppose $V_{n}=(k, \ldots, k)$. As $n \rightarrow \infty$, we have

$$
\frac{T_{n}}{n^{k /(k+1)}} \xrightarrow{d} \operatorname{Weibull}\left(k+1,[(k+1)!]^{1 /(k+1)}\right) .
$$

The following theorem considers a more general configuration of the numbers of pairs of shoes initially placed at the $n$ doors.

Theorem 3. Suppose $V_{n}=\left(v_{1}^{(n)}, \ldots, v_{n}^{(n)}\right)$ has the following properties:
(a) $\quad \sum_{i=1}^{n} v_{i}^{(n)}=k n$.
(b) $\left|\left\{i: v_{i}^{(n)}<k\right\}\right|=o\left(n^{1 /(k+1)}\right)$,
where $|A|$ denote the cardinality number of a set $A$. Then

$$
\frac{T_{n}}{n^{k /(k+1)}} \xrightarrow{d} \operatorname{Weibull}\left(k+1,[(k+1)!]^{1 /(k+1)}\right) .
$$

Notice that Dwass ${ }^{[4]}$ has also shown that for $r=1,2, \ldots$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left[\left(\frac{L_{n}}{n^{k /(k+1)}}\right)^{r}\right]=\mu_{k, r}:=\int_{0}^{\infty} \frac{x^{k+r}}{k!} \exp \left\{-\frac{x^{k+1}}{(k+1)!}\right\} d x \tag{3}
\end{equation*}
$$

the $r$-th moment of Weibull $\left(k+1,[(k+1)!]^{1 /(k+1)}\right)$. Theorem 3 suggests that for $r=1,2, \ldots$, the limit of $E\left(\left[T_{n} / n^{k /(k+1)}\right]^{r} \mid V_{n}\right)$ exists and is equal to $\mu_{k, r}$, which is formally stated in the following theorem.

Theorem 4. Suppose $V_{n}=\left(v_{1}^{(n)}, \ldots, v_{n}^{(n)}\right)$ satisfies conditions (a) and (b) as given in Theorem 3. Then we have

$$
\lim _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}\right)=\mu_{k, r}, r=1,2, \ldots
$$

While Theorems 3 and 4 show under conditions (a) and (b) on $V_{n}$ that $L_{n}$ and $T_{n}$ have the same asymptotic distribution and moments, we have $P\left(T_{n} \geq\right.$ $\left.L_{n}\right)=1$ for $V_{n}=(k, \ldots, k)$ so that it is of interest to study the asymptotic behavior of $T_{n}-L_{n}$. We next consider the case $k=1$ and derive (with $V_{n}=(1, \ldots, 1)$ ) the asymptotic (conditional) distribution and moments of $T_{n}-L_{n}$ as well as the asymptotic (unconditional) moments of $T_{n}-L_{n}$.

Theorem 5. Let $U$ denote a random variable with density

$$
f(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} y^{2}(x+y) e^{-\frac{1}{2}(x+y)^{2}} d y, \quad x>0
$$

Let $V_{n}=(1, \ldots, 1)$. Then
(i) $\mathcal{L}\left(n^{-1 / 2}\left(T_{n}-L_{n}\right) \mid T_{n}>L_{n}, V_{n}\right) \xrightarrow{d} U$. Equivalently, for $x>0$

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left(n^{-1 / 2}\left(T_{n}-L_{n}\right)>x \mid T_{n}>L_{n}, V_{n}\right)=P(U>x) \\
& \quad=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} y^{2} e^{-\frac{1}{2}(x+y)^{2}} d y \tag{4}
\end{align*}
$$

(ii) $\lim _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, T_{n}>L_{n}, V_{n}\right)=E\left(U^{r}\right), \quad r=1,2, \ldots$.
(iii) $\lim _{n \rightarrow \infty} n^{1 / 2} E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, V_{n}\right)=\sqrt{\frac{\pi}{2}} E\left(U^{r}\right), \quad r=1,2, \ldots$.

In particular, for $r=1$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left(T_{n}-L_{n} \mid V_{n}\right)=\sqrt{\frac{\pi}{2}} E(U)=\frac{2}{3} \tag{7}
\end{equation*}
$$

## 3. Proofs of Proposition 1 and Theorems 3-5

In the following proofs, it is convenient to adopt the useful notations $O_{p}$ and $o_{p}$, which are defined below for completeness (cf. the item of "Big O in probability notation" in Wikipedia).
Definition 1. For a sequence of random variables $\left\{X_{n}\right\}$ and a sequence of non-zero constants $\left\{c_{n}\right\}$, we write $X_{n}=O_{p}\left(c_{n}\right)$ if for any $\epsilon>0$, there exist finite $M>0$ and $n_{0} \in \mathbb{N}$ such that $P\left(\left|X_{n} / c_{n}\right|>M\right)<\epsilon$ for all $n \geq n_{0}$; and we write $X_{n}=o_{p}\left(c_{n}\right)$ if for any $\epsilon>0, \lim _{n \rightarrow \infty} P\left(\left|X_{n} / c_{n}\right|>\epsilon\right)=0$.
Proof of Proposition 1. (i) Note that $P\left(T_{n} \geq L_{n}\right)=1$ and that $D_{t}$ and $D_{t}^{\prime}, t=1,2, \ldots$, are all independent and $L_{n}$ is independent of $D_{t}^{\prime}, t=$ $1,2, \ldots$ Given $L_{n}=t$ and $D_{t}=i, T_{n}=L_{n}$ if and only if $D_{r}^{\prime} \neq i$ for $r=$ $1, \ldots, t-1$. We have

$$
\begin{aligned}
P\left(T_{n}>L_{n} \mid L_{n}=t, D_{t}=i\right) & =1-P\left(D_{r}^{\prime} \neq i, r=1, \ldots, t-1 \mid L_{n}=t, D_{t}=i\right) \\
& =1-P\left(D_{r}^{\prime} \neq i, r=1, \ldots, t-1\right) \\
& =1-\left(1-\frac{1}{n}\right)^{t-1}
\end{aligned}
$$

so that

$$
\begin{aligned}
P\left(T_{n}>L_{n}=t\right) & =\sum_{i} P\left(T_{n}>L_{n} \mid L_{n}=t, D_{t}=i\right) P\left(L_{n}=t, D_{t}=i\right) \\
& =\sum_{i}\left[1-\left(1-\frac{1}{n}\right)^{t-1}\right] P\left(L_{n}=t, D_{t}=i\right) \\
& =\left[1-\left(1-\frac{1}{n}\right)^{t-1}\right] P\left(L_{n}=t\right) \\
& =E\left[\left\{1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right\} 1_{\left\{L_{n}=t\right\}}\right] .
\end{aligned}
$$

Hence

$$
P\left(T_{n}>L_{n} \geq \ell\right)=\sum_{t \geq \ell} P\left(T_{n}>L_{n}=t\right)=E\left[\left\{1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right\} 1_{\left\{L_{n} \geq \ell\right\}}\right] .
$$

Consequently,

$$
P\left(T_{n}>L_{n}\right)=E\left[1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right]
$$

and

$$
P\left(T_{n}=L_{n}\right)=1-P\left(T_{n}>L_{n}\right)=E\left[\left(1-\frac{1}{n}\right)^{L_{n}-1}\right]
$$

For Part (ii), for any $\epsilon>0$, we can choose $x_{0}$ such that $\exp \left\{-x_{0}^{k+1} /(k+1)!\right\}<\epsilon / 2$ which combining with (2) implies that

$$
\lim _{n \rightarrow \infty} P\left(\frac{L_{n}}{n^{k /(k+1)}}>x_{0}\right)=\exp \left\{-\frac{x_{0}^{k+1}}{(k+1)!}\right\}<\frac{\epsilon}{2}
$$

So there exists $n_{0} \in \mathbb{N}$ such that $P\left(\frac{L_{n}}{n^{k /(k+1)}}>x_{0}\right)<\epsilon$ for all $n \geq n_{0}$. That is, for any $\epsilon>0$, there exist $x_{0}>0$ and $n_{0} \in \mathbb{N}$ such that $P\left(\frac{L_{n}}{n^{k /(k+1)}}>x_{0}\right)<\epsilon$ for all $n \geq n_{0}$. Thus, $L_{n}=O_{p}\left(n^{k /(k+1)}\right)$, implying that

$$
\begin{align*}
\left(L_{n}-1\right) \ln \left(1-\frac{1}{n}\right) & =\frac{L_{n}-1}{n} \ln \left(1-\frac{1}{n}\right)^{n}  \tag{8}\\
& =O_{p}\left(n^{-1 /(k+1)}\right)=o_{p}(1)(\text { as } n \rightarrow \infty)
\end{align*}
$$

Moreover, since $P\left((1-1 / n)^{L_{n}-1} \leq 1\right)=1$ for all $n$, it follows from part (i), (8) and bounded convergence theorem that

$$
P\left(T_{n}=L_{n}\right)=E\left[\left(1-\frac{1}{n}\right)^{L_{n}-1}\right]=E\left[\exp \left\{\left(L_{n}-1\right) \ln \left(1-\frac{1}{n}\right)\right\}\right] \rightarrow 1
$$

proving part (ii).
To prove Theorem 3, we need Lemma 1 and Theorem 6 below, whose proofs are relegated to Appendix.

Lemma 1. For $1 \leq n^{\prime}<n$, we have

$$
P\left(D_{i} \leq n^{\prime} \text { for all } i \leq L_{n}\right)=E\left[\left(\frac{n^{\prime}}{n}\right)^{L_{n^{\prime}}}\right]
$$

where $L_{n^{\prime}}=\inf \left\{t \geq k+1: \sum_{r=1}^{t} \mathbf{1}_{\left\{D_{r}^{*}=D_{t}^{*}\right\}}=k+1\right\}$ and where $D_{1}^{*}, D_{2}^{*}, \ldots$ are i.i.d. uniformly distributed on $\left\{1, \ldots, n^{\prime}\right\}$.

To state Theorem 6, we first define majorization and a stochastic ordering for completeness.

Definition 2. A vector $V_{n}=\left(v_{1}, \ldots, v_{n}\right)$ is said to majorize another vector $V_{n}^{\prime}=\left(v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right)$ if

$$
\sum_{i=1}^{n} v_{i}=\sum_{i=1}^{n} v_{i}^{\prime}, \text { and } \sum_{i=1}^{j} v_{(i)} \geq \sum_{i=1}^{j} v_{(i)}{ }^{\prime}, j=1, \ldots, n-1
$$

where $v_{(i)}$ and $v_{(i)}^{\prime}$ denote the $i$-th largest components of $V_{n}$ and $V_{n}^{\prime}$, respectively.

Definition 3. A random variable $X$ is said to be stochastically smaller than another random variable $X^{\prime}$ if $P(X \leq x) \geq P\left(X^{\prime} \leq x\right)$ for all $x$.

Notice that majorization provides a partial order and $V=(k, k, \ldots, k)$ is majorized by any other configuration with a total of $k n$ pairs of shoes. Notice also that $X$ is stochastically smaller than $X^{\prime}$ if and only if for every nondecreasing function $f$ one has $E[f(X)] \leq E\left[f\left(X^{\prime}\right)\right]$. See e.g. Ref. ${ }^{[5]}$ for the theory of majorization and Ref. ${ }^{[6]}$ for various stochastic orders and their applications.

Theorem 6. Suppose $V_{n}=\left(v_{1}, \ldots, v_{n}\right)$ majorizes $V_{n}^{\prime}=\left(v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right)$ (denoted $\left.V_{n} \succ V_{n}^{\prime}\right)$. Then $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ is stochastically smaller than $\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$.
Proof of Theorem 3. Let $K_{n}=\left|\left\{i: v_{i}^{(n)}<k\right\}\right|$, which is the number of doors with initial numbers of pairs of shoes less than $k$. Since $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ is invariant with respect to permutations of $V_{n}$, we assume without loss of generality that $v_{i}^{(n)} \geq k$ for $i \leq n-K_{n}$ and $v_{i}^{(n)}<k$ for $i>n-K_{n}$, which implies that $\left\{D_{i} \leq n-K_{n}\right.$ for all $\left.i \leq L_{n}\right\} \subset\left\{T_{n} \geq L_{n}\right\}$. By Lemma 1 (with $\left.n^{\prime}=n-K_{n}\right)$,

$$
\begin{align*}
P\left(T_{n} \geq L_{n}\right) & \geq P\left(D_{i} \leq n-K_{n} \text { for all } i \leq L_{n}\right) \\
& =E\left[\exp \left\{\left(L_{n-K_{n}}\right) \ln \left(1-\frac{K_{n}}{n}\right)\right\}\right] . \tag{9}
\end{align*}
$$

For any $\epsilon>0$, let $x_{0}$ be such that $\exp \left\{-x_{0}^{k+1} /(k+1)!\right\}<\epsilon / 2$. Since assumption (b) implies that $n-K_{n} \rightarrow \infty$, we see that by (2)

$$
\lim _{n \rightarrow \infty} P\left(\frac{L_{n-K_{n}}}{\left(n-K_{n}\right)^{k /(k+1)}}>x_{0}\right)=\exp \left\{-\frac{x_{0}^{k+1}}{(k+1)!}\right\}<\frac{\epsilon}{2}
$$

It follows that there exists $n_{0} \in \mathbb{N}$ such that

$$
P\left(\frac{L_{n-K_{n}}}{\left(n-K_{n}\right)^{k /(k+1)}}>x_{0}\right)<\epsilon
$$

for all $n \geq n_{0}$. Thus for $n \geq n_{0}$,

$$
\begin{aligned}
P\left(\frac{L_{n-K_{n}}}{n^{k /(k+1)}}>x_{0}\right) & =P\left(\frac{L_{n-K_{n}}}{\left(n-K_{n}\right)^{k /(k+1)}}>x_{0}\left(\frac{n}{n-K_{n}}\right)^{k /(k+1)}\right) \\
& \leq P\left(\frac{L_{n-K_{n}}}{\left(n-K_{n}\right)^{k /(k+1)}}>x_{0}\right)<\epsilon
\end{aligned}
$$

This shows that $L_{n-K_{n}}=O_{p}\left(n^{k /(k+1)}\right)$. Moreover,

$$
\frac{\ln \left(1-K_{n} / n\right)}{n^{-k /(k+1)}}=\left[\frac{n}{K_{n}} \ln \left(1-\frac{K_{n}}{n}\right)\right] \frac{K_{n}}{n^{1 /(k+1)}} \rightarrow 0
$$

since $K_{n}=o\left(n^{1 /(k+1)}\right)$. Thus, we see that

$$
L_{n-K_{n}}=O_{p}\left(n^{k /(k+1)}\right) \quad \text { and } \quad \ln \left(1-\frac{K_{n}}{n}\right)=o\left(n^{-k /(k+1)}\right)
$$

which together with (9) implies that

$$
\begin{align*}
& P\left(T_{n} \geq L_{n}\right) \geq E\left[\exp \left\{\left(L_{n-K_{n}}\right) \ln \left(1-\frac{K_{n}}{n}\right)\right\}\right] \rightarrow 1  \tag{10}\\
& \text { i.e. } \quad \lim _{n \rightarrow \infty} P\left(T_{n} \geq L_{n}\right)=1
\end{align*}
$$

Since $V_{n} \succ V_{n}^{\prime}:=(k, \ldots, k)$, we have by Theorem 6 that $\mathcal{L}\left(T_{n} \mid V_{n}\right)$ is stochastically smaller than $\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$, i.e.

$$
\begin{equation*}
P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}\right) \geq P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}^{\prime}\right), \quad \text { for } x>0 \tag{11}
\end{equation*}
$$

By Theorem 2,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}^{\prime}\right)=1-\exp \left\{-\frac{x^{k+1}}{(k+1)!}\right\}, \text { for } x>0 \tag{12}
\end{equation*}
$$

We have for $x>0$,

$$
\begin{align*}
\limsup _{n \rightarrow \infty} P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}\right) & \leq \lim _{n \rightarrow \infty} P\left(\frac{L_{n}}{n^{k /(k+1)}} \leq x\right) \quad(\text { by }(10))  \tag{13}\\
& =1-\exp \left\{-\frac{x^{k+1}}{(k+1)!}\right\}(\text { by }(2))
\end{align*}
$$

and

$$
\begin{align*}
\liminf _{n \rightarrow \infty} P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}\right) & \geq \lim _{n \rightarrow \infty} P\left(\left.\frac{T_{n}}{n^{k /(k+1)}} \leq x \right\rvert\, V_{n}^{\prime}\right)(\text { by }(11)) \\
& \left.=1-\exp \left\{-\frac{x^{k+1}}{(k+1)!}\right\} \text { by }(12)\right) \tag{14}
\end{align*}
$$

By (13) and (14), $T_{n} / n^{k /(k+1)} \xrightarrow{d} \mathrm{Weibull}\left(k+1,[(k+1)!]^{1 /(k+1)}\right)$, completing the proof.

Proof of Theorem 4. Since by Theorem 3, $\mathcal{L}\left(T_{n} / n^{k /(k+1)} \mid V_{n}\right) \xrightarrow{d} \operatorname{Weibull}(k+$ $\left.1,[(k+1)!]^{1 /(k+1)}\right)$, an application of Fatou's lemma yields

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}\right) \geq \mu_{k, r} \tag{15}
\end{equation*}
$$

If

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \leq \mu_{k, r}, \quad r=1,2, \ldots \tag{16}
\end{equation*}
$$

holds where $V_{n}^{\prime}=(k, \ldots, k)$, then by Theorem 6 ,

$$
\limsup _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}\right) \leq \limsup _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \leq \mu_{k, r}
$$

which together with (15) implies that $\lim _{n \rightarrow \infty} E\left(\left[T_{n} / n^{k /(k+1)}\right]^{r} \mid V_{n}\right)=\mu_{k, r}$.
It remains to establish the claim (16). In the proof below, note that the initial configuration is $V_{n}^{\prime}=(k, \ldots, k)$, so that Theorem 2 can apply. Notice that

$$
\begin{align*}
E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right)= & E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right) \\
& +E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}=L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right) \tag{17}
\end{align*}
$$

Since $T_{n}=\left(T_{n}-L_{n}\right)+L_{n} \leq 2 \max \left\{L_{n}, T_{n}-L_{n}\right\}$ on $\left\{T_{n}>L_{n}\right\}$, we have

$$
\begin{aligned}
{\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} } & \leq 2^{r} \max \left\{\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r},\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r}\right\} \\
& \leq 2^{r}\left\{\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r}+\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r}\right\} \quad \text { on }\left\{T_{n}>L_{n}\right\},
\end{aligned}
$$

which together with (17) implies that

$$
\begin{align*}
E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \leq & 2^{r}\left\{E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right)+E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right)\right\} \\
& +E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}=L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right) \tag{18}
\end{align*}
$$

For $t=1,2, \ldots$, let $\mathcal{V}_{t}$ denote the (random) configuration after the th walk (and before the $(t+1)$-th walk). Note that $\mathcal{V}_{0}=V_{n}^{\prime}=(k, \ldots, k)$ is the initial configuration. Let $V^{*}=\left\{\left(v_{1}, \ldots, v_{n}\right): v_{i} \geq 0\right.$ and $\left.\sum_{i=1}^{n} v_{i}=k n\right\}$ be the set of all configurations whose components sum up to $k n$. For fixed $t$ and fixed $\left(v_{1}, \ldots, v_{n}\right) \in V^{*}$, given $T_{n}>L_{n}=t$ and $\mathcal{V}_{t}=\left(v_{1}, \ldots, v_{n}\right)$, the conditional distribution of $T_{n}-L_{n}=T_{n}-t$ (the number of additional walks up until the first barefoot walk) depends only on the configuration $\left(v_{1}, \ldots, v_{n}\right)$. This conditional distribution is the same as the distribution of $T_{n}$ with $\left(v_{1}, \ldots, v_{n}\right)$ as the initial configuration. (To make it clearer, we may think of the clock being reset after the $t$-th walk. Then, the configuration after the $t$-th walk $\left(v_{1}, \ldots, v_{n}\right)$ becomes the "new" initial configuration, and $T_{n}-L_{n}=T_{n}-t$ is the "new" $T_{n}$ with $\left(v_{1}, \ldots, v_{n}\right)$ as the initial configuration.) That is,

$$
\mathcal{L}\left(T_{n}-L_{n} \mid T_{n}>L_{n}=t, \mathcal{V}_{t}=\left(v_{1}, \ldots, v_{n}\right), V_{n}^{\prime}\right)=\mathcal{L}\left(T_{n} \mid\left(v_{1}, \ldots, v_{n}\right)\right),
$$

implying that

$$
\begin{align*}
E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, T_{n}>L_{n}\right. & \left.=t, \mathcal{V}_{t}=\left(v_{1}, \ldots, v_{n}\right), V_{n}^{\prime}\right) \\
& =E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\,\left(v_{1}, \ldots, v_{n}\right)\right)  \tag{19}\\
& \leq E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right)
\end{align*}
$$

where the inequality is by Theorem 6 since $V_{n}^{\prime}=(k, \ldots, k)$ is majorized by $\left(v_{1}, \ldots, v_{n}\right)$. Multiplying both sides of (19) by $P\left(L_{n}=t, \mathcal{V}_{t}=\right.$ $\left.\left(v_{1}, \ldots, v_{n}\right) \mid T_{n}>L_{n}, V_{n}^{\prime}\right)$ and summing over $t \in\{k+1, k+2, \ldots\}$ and $\left(v_{1}, \ldots, v_{n}\right) \in V^{*}$ yields

$$
E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, T_{n}>L_{n}, V_{n}^{\prime}\right) \leq E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right)
$$

which implies that

$$
\begin{align*}
E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right) & =P\left(T_{n}>L_{n} \mid V_{n}^{\prime}\right) E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, T_{n}>L_{n}, V_{n}^{\prime}\right) \\
& \leq P\left(T_{n}>L_{n} \mid V_{n}^{\prime}\right) E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \tag{20}
\end{align*}
$$

Then from (18) to (20), it follows that

$$
\begin{align*}
{[1} & \left.-2^{r} P\left(T_{n}>L_{n} \mid V_{n}^{\prime}\right)\right] E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \\
& \leq 2^{r} E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right)+E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}=L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right)  \tag{21}\\
& =E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right)+\left(2^{r}-1\right) E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}} \right\rvert\, V_{n}^{\prime}\right) .
\end{align*}
$$

By Proposition 1(ii), $1-2^{r} P\left(T_{n}>L_{n}\right) \rightarrow 1$, and by Cauchy-Schwarz's inequality,

$$
\left\{E\left(\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \mathbf{1}_{\left\{T_{n}>L_{n}\right\}}\right)\right\}^{2} \leq E\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{2 r} P\left(T_{n}>L_{n}\right) \rightarrow 0
$$

Thus, by (3) and (21), we see that

$$
\limsup _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right) \leq \lim _{n \rightarrow \infty} E\left(\left.\left[\frac{L_{n}}{n^{k /(k+1)}}\right]^{r} \right\rvert\, V_{n}^{\prime}\right)=\mu_{k, r}
$$

which establishes (16) and the proof is complete.
Proof of Theorem 5. Assume that part (i) holds. Noting that $V_{n}=(1, \ldots, 1)$ is majorized by all configurations, we have by Theorem 6 that $\mathcal{L}\left(T_{n}-\right.$ $\left.L_{n} \mid T_{n}>L_{n}, V_{n}\right)$ is stochastically smaller than $\mathcal{L}\left(T_{n} \mid V_{n}\right)$, implying that for $x>0$

$$
\begin{equation*}
P\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r}>x \right\rvert\, T_{n}>L_{n}, V_{n}\right) \leq P\left(\left.\left[\frac{T_{n}}{n^{1 / 2}}\right]^{r}>x \right\rvert\, V_{n}\right) \tag{22}
\end{equation*}
$$

By (4) and Theorem 3, the left and right sides of (22) converge, respectively, to $P\left(U^{r}>x\right)$ and $P\left(W^{r}>x\right)$, where $W$ has the Weibull $\left(2,2^{1 / 2}\right)$ distribution.

By Theorem 4,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int_{0}^{\infty} P\left(\left.\left[\frac{T_{n}}{n^{1 / 2}}\right]^{r}>x \right\rvert\, V_{n}\right) d x & =\lim _{n \rightarrow \infty} E\left(\left.\left[\frac{T_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, V_{n}\right) \\
& =\mu_{1, r}  \tag{23}\\
& =E\left(W^{r}\right) \\
& =\int_{0}^{\infty} P\left(W^{r}>x\right) d x
\end{align*}
$$

We have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, T_{n}>L_{n}, V_{n}\right) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{\infty} P\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r}>x \right\rvert\, T_{n}>L_{n}, V_{n}\right) d x \\
& =\int_{0}^{\infty} P\left(U^{r}>x\right) d x \\
& =E\left(U^{r}\right)
\end{aligned}
$$

where the second equality is due to dominated convergence theorem together with (22) and (23). (More precisely, the left side of (22) is dominated by the right side of (22). Moreover, by (23), the integral of the right side of (22) converges as $n \rightarrow \infty$ to the integral of the limit of the right side of (22). Then the second equality follows from dominated convergence theorem. This proves (5).

To show (6), we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & n^{1 / 2} E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, V_{n}\right) \\
& =\lim _{n \rightarrow \infty} n^{1 / 2} P\left(T_{n}>L_{n} \mid V_{n}\right) E\left(\left.\left[\frac{T_{n}-L_{n}}{n^{1 / 2}}\right]^{r} \right\rvert\, T_{n}>L_{n}, V_{n}\right) \\
& =\lim _{n \rightarrow \infty} n^{1 / 2} P\left(T_{n}>L_{n} \mid V_{n}\right) E\left(U^{r}\right) \\
& =\sqrt{\frac{\pi}{2}} E\left(U^{r}\right),
\end{aligned}
$$

where we have used the fact (cf. (33) below) that $\lim _{n \rightarrow \infty} n^{1 / 2} P\left(T_{n}>\right.$ $\left.L_{n} \mid V_{n}\right)=\sqrt{\pi / 2}$. This proves (6). For $r=1$ in (6), we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E\left(T_{n}-L_{n} \mid V_{n}\right) & =\sqrt{\frac{\pi}{2}} E(U) \\
& =\sqrt{\frac{\pi}{2}} \int_{0}^{\infty} P(U>x) d x \\
& =\int_{0}^{\infty} \int_{0}^{\infty} y^{2} e^{-\frac{1}{2}(x+y)^{2}} d x d y \\
& =\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty}\left(x^{2}+y^{2}\right) e^{-\frac{1}{2}(x+y)^{2}} d x d y \\
& =\frac{1}{2} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\infty} r^{2} e^{-\frac{1}{2} r^{2}(\cos \theta+\sin \theta)^{2}} r d r d \theta \\
& =\int_{0}^{\frac{\pi}{2}} \frac{1}{(\cos \theta+\sin \theta)^{4}} d \theta \\
& =\int_{0}^{\frac{\pi}{2}} \frac{\sec c^{4} \theta}{(1+\tan \theta)^{4}} d \theta \\
& =\int_{0}^{\infty} \frac{1+u^{2}}{(1+u)^{4}} d u=\frac{2}{3}
\end{aligned}
$$

proving (7).
It remains to establish (4). Below for notational simplicity, we will suppress $V_{n}$ in $P\left(n^{-1 / 2}\left(T_{n}-L_{n}\right)>x \mid T_{n}>L_{n}, V_{n}\right)$. Let $S_{\ell}=\left\{D_{1}, \ldots, D_{\ell}\right\}$, the set of the labelings of the doors which the man chooses to go out for the first $\ell$ walks. On the event $\left\{T_{n}>L_{n}=\ell\right\}$ (with $\ell \geq 2$ ), we have that

$$
\begin{equation*}
\left|S_{\ell}\right|=\ell-1 ; \quad D_{t}=D_{\ell}=D_{\tau}^{\prime} \in S_{\ell} \text { for some } 1 \leq t, \tau<\ell \tag{24}
\end{equation*}
$$

and that before the $(\ell+1)$-th walk, there is at least a pair of shoes available at door $i$ for all $i \notin S_{\ell}$. Let

$$
M_{n, \ell}:=\inf \left\{t \geq 1: D_{t+\ell} \in S_{\ell} \text { or } D_{t+\ell}=D_{t^{\prime}+\ell} \notin S_{\ell} \text { for some } 1 \leq t^{\prime}<t\right\}
$$

Plainly, on the event $\left\{T_{n}>L_{n}=\ell\right\}$, we have $T_{n}-L_{n} \geq M_{n, \ell}$. Thus

$$
\begin{equation*}
P\left(T_{n}-L_{n} \geq M_{n, L_{n}} \mid T_{n}>L_{n}\right)=1 \tag{25}
\end{equation*}
$$

It is not difficult to show that for $t \geq 1$,

$$
\begin{align*}
P\left(M_{n, \ell}>\right. & t\left|\left|S_{\ell}\right|=\ell-1\right) \\
= & \left(1-\frac{\ell-1}{n}\right)\left(1-\frac{\ell}{n}\right) \cdots\left(1-\frac{\ell+t-2}{n}\right)  \tag{26}\\
= & \left(1+O\left(n^{-1 / 2}\right)\right) \exp \left\{-\frac{t(\ell+t / 2)}{n}\right\} \\
& \left(\text { for } \ell=O\left(n^{1 / 2}\right) \text { and } t=O\left(n^{1 / 2}\right)\right),
\end{align*}
$$

where the $O\left(n^{-1 / 2}\right)$ term is uniform in $2 \leq \ell \leq C n^{1 / 2}$ and $1 \leq t \leq C n^{1 / 2}$ for any constant $C>0$. More precisely (26) is equivalent to

$$
\begin{align*}
& \sup _{2 \leq \ell \leq C n^{1 / 2}, 1 \leq t \leq C n^{1 / 2}}\left|P\left(M_{n, \ell}>t| | S_{\ell} \mid=\ell-1\right) \exp \{t(\ell+t / 2) / n\}-1\right| \\
& =O\left(n^{-1 / 2}\right) \tag{27}
\end{align*}
$$

For the reader's convenience, we give some details on the derivation of (27). Let $C>0$ be fixed. Since $\ln (1-x)=-\sum_{n=1}^{\infty} \frac{x^{n}}{n}$ as $|x|<1$, it follows that

$$
\begin{aligned}
|\ln (1-x)+x| & \leq \sum_{n=2}^{\infty} \frac{|x|^{n}}{n} \leq x^{2} \sum_{n=2}^{\infty} \frac{|x|^{n-2}}{2} \leq x^{2} \sum_{n=2}^{\infty}\left(\frac{1}{2}\right)^{n-1} \\
& =x^{2} \text { for all }|x|<\frac{1}{2}
\end{aligned}
$$

Thus, for $n>16 C^{2}, 2 \leq \ell \leq C n^{1 / 2}$ and $1 \leq t \leq C n^{1 / 2}$, we have

$$
0<\frac{\ell-1}{n}<\frac{\ell}{n}<\cdots<\frac{\ell+t-2}{n}<\frac{2 C}{n^{1 / 2}}<\frac{1}{2}
$$

Letting $\alpha_{n, \ell, t}=\sum_{i=0}^{t-1}\left[\ln \left(1-\frac{\ell-1+i}{n}\right)+\frac{\ell-1+i}{n}\right]$, we have

$$
\begin{aligned}
\left|\alpha_{n, \ell, t}\right| & \leq \sum_{i=0}^{t-1}\left(\frac{\ell-1+i}{n}\right)^{2} \\
& \leq \frac{1}{n^{2}} \int_{\ell-1}^{\ell+t-1} x^{2} d x \\
& \leq \frac{(\ell+t-1)^{3}}{3 n^{2}} \leq \frac{8 C^{3}}{3 n^{1 / 2}}
\end{aligned}
$$

Since $\sum_{i=0}^{t-1} \frac{\ell-1+i}{n}=\frac{t(\ell+t / 2)}{n}-\frac{3 t}{2 n}$, it follows that

$$
\begin{aligned}
& \left|\left(1-\frac{\ell-1}{n}\right)\left(1-\frac{\ell}{n}\right) \cdots\left(1-\frac{\ell+t-2}{n}\right) \exp \left\{\frac{t(\ell+t / 2)}{n}\right\}-1\right| \\
& =\left|\exp \left\{\alpha_{n, \ell, t}+\frac{3 t}{2 n}\right\}-1\right| \\
& \leq \exp \left\{\frac{8 C^{3}}{3 n^{1 / 2}}+\frac{3 C}{2 n^{1 / 2}}\right\}-1=O\left(n^{-1 / 2}\right)
\end{aligned}
$$

establishing (27).
Note that (26) also holds for $t=0$. While the left side of (26) is undefined for $\ell=1$ due to $P\left(\left|S_{1}\right|=0\right)=0$, it is convenient to let $P\left(M_{n, 1}>t| | S_{1} \mid=0\right):=e^{-t(1+t / 2) / n}$, so that (27) remains to hold when the supremum is taken over $1 \leq \ell \leq C n^{1 / 2}$ and $0 \leq t \leq C n^{1 / 2}$. Let $\lceil c\rceil$ denote the smallest integer not less than $c$. For $x, y>0$, we have by (26)

$$
\begin{equation*}
P\left(n^{-1 / 2} M_{n,\left\lceil n^{1 / 2} y\right\rceil}>x| | S_{\left\lceil n^{1 / 2} y\right\rceil} \mid=\left\lceil n^{1 / 2} y\right\rceil-1\right)=\left(1+O\left(n^{-1 / 2}\right)\right) e^{-x(x / 2+y)} \tag{28}
\end{equation*}
$$

where the $O\left(n^{-1 / 2}\right)$ term is uniform in $0<x, y \leq C$ for any constant $C>0$. Furthermore, we have by Proposition 1(i)

$$
\begin{align*}
P\left(L_{n} \geq\left\lceil n^{1 / 2} y\right\rceil \mid T_{n}>L_{n}\right) & =\frac{P\left(T_{n}>L_{n} \geq\left\lceil n^{1 / 2} y\right\rceil\right)}{P\left(T_{n}>L_{n}\right)} \\
& =\frac{E\left[\left\{1-(1-1 / n)^{L_{n}-1}\right\} \mathbf{1}_{\left\{L_{n} \geq\left\lceil n^{1 / 2} y\right\rceil\right\}}\right]}{E\left[1-(1-1 / n)^{L_{n}-1}\right]} \tag{29}
\end{align*}
$$

Since $\ln (1-1 / n)>-1 / n-1 / n^{2}$ for all $n \geq 2$ and since $e^{x} \geq 1+x$ for all $x$, we have

$$
\begin{aligned}
\left(1-\frac{1}{n}\right)^{L_{n}-1} & =\exp \left\{\left(L_{n}-1\right) \ln \left(\left(1-\frac{1}{n}\right)\right\}\right. \\
& \geq \exp \left\{\left(L_{n}-1\right)\left(-\frac{1}{n}-\frac{1}{n^{2}}\right)\right\} \\
& \geq 1-\left(L_{n}-1\right)\left(\frac{1}{n}+\frac{1}{n^{2}}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
n^{1 / 2}\left[1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right] \leq\left(\frac{L_{n}}{n^{1 / 2}}\right)\left(1+\frac{1}{n}\right) \tag{30}
\end{equation*}
$$

On the other hand, since $\ln (1-1 / n)<-1 / n$ for all $n \geq 2$ and $e^{x} \leq$ $1+x+x^{2} / 2$ for all $x \leq 0$, we have

$$
\begin{align*}
n^{1 / 2}[1- & \left.\left(1-\frac{1}{n}\right)^{L_{n}-1}\right] \\
& =n^{1 / 2}\left[1-\exp \left\{\left(L_{n}-1\right) \ln \left(1-\frac{1}{n}\right)\right\}\right] \\
& \geq n^{1 / 2}\left[1-\exp \left\{\left(L_{n}-1\right)\left(-\frac{1}{n}\right)\right\}\right]  \tag{31}\\
& \geq n^{1 / 2}\left[\frac{L_{n}-1}{n}-\frac{\left(L_{n}-1\right)^{2}}{2 n^{2}}\right] \\
& =\frac{L_{n}}{n^{1 / 2}}-\frac{1}{n^{1 / 2}}-\frac{\left(L_{n} / n^{1 / 2}-1 / n^{1 / 2}\right)^{2}}{2 n^{1 / 2}}
\end{align*}
$$

By (2), $L_{n} / n^{1 / 2} \xrightarrow{d} W$ where $W$ has the Weibull $\left(2,2^{1 / 2}\right)$ distribution, implying that

$$
\begin{equation*}
n^{1 / 2}\left[1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right]=\frac{L_{n}}{n^{1 / 2}}+O_{p}\left(n^{-1 / 2}\right) \xrightarrow{d} W \tag{32}
\end{equation*}
$$

It follows from (29) to (32) and dominated convergence theorem that

$$
\begin{align*}
& n^{1 / 2} E\left[1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right] \xrightarrow{n \rightarrow \infty} E(W)=\sqrt{\frac{\pi}{2}} \\
& n^{1 / 2} E\left(\left[1-\left(1-\frac{1}{n}\right)^{L_{n}-1}\right] \mathbf{1}_{\left\{L_{n} \geq\left\lceil n^{1 / 2} y\right\rceil\right\}}\right) \xrightarrow{n \rightarrow \infty} E\left[W \mathbf{1}_{\{W \geq y\}}\right]  \tag{33}\\
& P\left(L_{n} \geq\left\lceil n^{1 / 2} y\right\rceil \mid T_{n}>L_{n}\right) \xrightarrow{n \rightarrow \infty} \frac{E\left[W \mathbf{1}_{\{W>y\}}\right]}{E(W)}=\sqrt{\frac{2}{\pi}} \int_{y}^{\infty} v^{2} e^{-v^{2} / 2} d v .
\end{align*}
$$

So,

$$
\begin{equation*}
\mathcal{L}\left(\left.\frac{L_{n}}{n^{1 / 2}} \right\rvert\, T_{n}>L_{n}\right) \xrightarrow{d} W^{\prime}, \tag{34}
\end{equation*}
$$

where $W^{\prime}$ has density $\sqrt{\frac{2}{\pi}} y^{2} e^{-y^{2} / 2}$ for $y>0$. By (28) and (34), for $0<C<\infty$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} & P\left(n^{-1 / 2} M_{n, L_{n}}>x, L_{n} \leq C n^{1 / 2} \mid T_{n}>L_{n}\right) \\
& =\lim _{n \rightarrow \infty} \sum_{\ell \leq C n^{1 / 2}} P\left(n^{-1 / 2} M_{n, \ell}>x \mid T_{n}>L_{n}=\ell\right) P\left(L_{n}=\ell \mid T_{n}>L_{n}\right) \\
& =\lim _{n \rightarrow \infty} \sum_{\ell \leq C n^{1 / 2}} P\left(n^{-1 / 2} M_{n, \ell}>x| | S_{\ell} \mid=\ell-1\right) P\left(L_{n}=\ell \mid T_{n}>L_{n}\right)  \tag{35}\\
& =\int_{0}^{C} e^{-x(x / 2+y)} \sqrt{\frac{2}{\pi}} y^{2} e^{-y^{2} / 2} d y \\
& =\sqrt{\frac{2}{\pi}} \int_{0}^{C} y^{2} e^{-(x+y)^{2} / 2} d y
\end{align*}
$$

where the second equality is a consequence of the result that

$$
\begin{equation*}
P\left(M_{n, \ell}>x \mid T_{n}>L_{n}=\ell\right)=P\left(M_{n, \ell}>x \| S_{\ell} \mid=\ell-1\right) \tag{36}
\end{equation*}
$$

To show (36), let

$$
\begin{align*}
\Gamma_{\ell}= & \left\{\left(I_{1}, \ldots, I_{\ell}\right): 1 \leq I_{1}, \ldots, I_{\ell-1} \leq n\right. \text { are distinct integers } \\
& \text { and } \left.I_{\ell}=I_{j} \text { for some } 1 \leq j \leq \ell-1\right\} \tag{37}
\end{align*}
$$

For $\gamma=\left(I_{1}, \ldots, I_{\ell}\right) \in \Gamma_{\ell}$, let

$$
\begin{equation*}
B_{\gamma}=\left\{D_{t}=I_{t}, t=1, \ldots, \ell, D_{t}^{\prime}=I_{\ell} \text { for some } 1 \leq t \leq \ell-1\right\} \tag{38}
\end{equation*}
$$

It is readily seen that $B_{\gamma} \cap B_{\gamma^{\prime}}=\emptyset$ for $\gamma \neq \gamma^{\prime}$ and $\left\{T_{n}>L_{n}=\ell\right\}=\cup_{\gamma \in \Gamma_{\ell}} B_{\gamma}$. Since $M_{n, \ell}$ depends only on the $D_{t}^{\prime}$ 's but not on the $D_{t}^{\prime \prime}$ 's, we have for

$$
\begin{aligned}
& \gamma=\left(I_{1}, \ldots, I_{\ell}\right) \in \Gamma_{\ell} \\
& \qquad P\left(M_{n, \ell}>x \mid B_{\gamma}\right)=P\left(M_{n, \ell}>x \mid D_{t}=I_{t}, t=1, \ldots, \ell\right)
\end{aligned}
$$

Moreover, by symmetry, $P\left(M_{n, \ell}>x \mid D_{t}=I_{t}, t=1, \ldots, \ell\right)$ is constant for all $\gamma=\left(I_{1}, \ldots, I_{\ell}\right) \in \Gamma_{\ell}$, so that

$$
\begin{aligned}
P\left(M_{n, \ell}>x \mid B_{\gamma}\right) & =P\left(M_{n, \ell}>x \mid D_{t}=I_{t}, t=1, \ldots, \ell\right) \\
& =P\left(M_{n, \ell}>x \mid D_{t}=t, t=1, \ldots, \ell-1, D_{\ell}=1\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
P\left(M_{n, \ell}>x \mid T_{n}>L_{n}\right. & =\ell)=\sum_{\gamma \in \Gamma_{\ell}} P\left(M_{n, \ell}>x \mid B_{\gamma}\right) P\left(B_{\gamma} \mid T_{n}>L_{n}=\ell\right) \\
& =P\left(M_{n, \ell}>x \mid D_{t}=t, t=1, \ldots, \ell-1, D_{\ell}=1\right)
\end{aligned}
$$

It is also readily seen that

$$
P\left(M_{n, \ell}>x| | S_{\ell} \mid=\ell-1\right)=P\left(M_{n, \ell}>x \mid D_{t}=t, t=1, \ldots, \ell-1, D_{\ell}=1\right)
$$

This proves (36).
While the equation (35) has been shown to hold for all $0<C<\infty$, it in fact holds for $C=\infty$ as well. To see this, we have

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} & P\left(n^{-1 / 2} M_{n, L_{n}}>x \mid T_{n}>L_{n}\right) \\
& \geq \liminf _{n \rightarrow \infty} P\left(n^{-1 / 2} M_{n, L_{n}}>x, L_{n} \leq C n^{1 / 2} \mid T_{n}>L_{n}\right) \\
& =\sqrt{\frac{2}{\pi}} \int_{0}^{C} y^{2} e^{-(x+y)^{2} / 2} d y
\end{aligned}
$$

for all $0<C<\infty$, implying that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} P\left(n^{-1 / 2} M_{n, L_{n}}>x \mid T_{n}>L_{n}\right) \geq \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} y^{2} e^{-(x+y)^{2} / 2} d y \tag{39}
\end{equation*}
$$

On the other hand, for all $0<C<\infty$,

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} P( \left.n^{-1 / 2} M_{n, L_{n}}>x \mid T_{n}>L_{n}\right) \\
&=\limsup _{n \rightarrow \infty}\{ \left\{P\left(n^{-1 / 2} M_{n, L_{n}}>x, L_{n} \leq C n^{1 / 2} \mid T_{n}>L_{n}\right)\right. \\
&\left.+P\left(n^{-1 / 2} M_{n, L_{n}}>x, L_{n}>C n^{1 / 2} \mid T_{n}>L_{n}\right)\right\} \\
& \leq \limsup _{n \rightarrow \infty}\{ P\left(n^{-1 / 2} M_{n, L_{n}}>x, L_{n} \leq C n^{1 / 2} \mid T_{n}>L_{n}\right)  \tag{40}\\
&\left.+P\left(L_{n}>C n^{1 / 2} \mid T_{n}>L_{n}\right)\right\} \\
&=\sqrt{\frac{2}{\pi}} \int_{0}^{C} y^{2} e^{-(x+y)^{2} / 2} d y+P\left(W^{\prime}>C\right)
\end{align*}
$$

where the last equality is due to (34) and (35). Letting $C \rightarrow \infty$ in (40) yields

$$
\limsup _{n \rightarrow \infty} P\left(n^{-1 / 2} M_{n, L_{n}}>x \mid T_{n}>L_{n}\right) \leq \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} y^{2} e^{-(x+y)^{2} / 2} d y
$$

which together with (39) implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(n^{-1 / 2} M_{n, L_{n}}>x \mid T_{n}>L_{n}\right)=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} y^{2} e^{-(x+y)^{2} / 2} d y=P(U>x) \tag{41}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(T_{n}-L_{n}=M_{n, L_{n}} \mid T_{n}>L_{n}\right)=1 \tag{42}
\end{equation*}
$$

(Note by (25) that (42) is equivalent to $\lim _{n \rightarrow \infty} P\left(T_{n}-L_{n}>M_{n, L_{n}} \mid T_{n}>\right.$ $\left.L_{n}\right)=0$.) Then (4) follows from (41) to (42).

It remains to establish the claim (42). We first show that

$$
\begin{equation*}
P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}} \mid T_{n}>L_{n}\right) \leq E\left(\left.\frac{1}{L_{n}-1} \right\rvert\, T_{n}>L_{n}\right) \xrightarrow{n \rightarrow \infty} 0 \tag{43}
\end{equation*}
$$

Let $M_{n, \ell}^{\prime}:=\inf \left\{t \geq 1: D_{t+\ell} \in S_{\ell}\right\} \geq M_{n, \ell}$. If $M_{n, \ell}<M_{n, \ell}^{\prime}$, then $D_{\ell+M_{n, \ell}} \notin$ $S_{\ell}$, implying that $D_{\ell+M_{n, \ell}} \neq D_{\ell}\left(\in S_{\ell}\right)$. Thus we have

$$
\left\{D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}}\right\} \subset\left\{D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}}\right\}
$$

It is readily seen that

$$
\begin{align*}
P\left(D_{L_{n}}\right. & \left.=D_{L_{n}+M_{n, L_{n}}} \mid T_{n}>L_{n}\right) \\
& \leq \sum_{\ell=2}^{\infty} P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}}, L_{n}=\ell \mid T_{n}>L_{n}\right) \\
& =\sum_{\ell=2}^{\infty} P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid T_{n}>L_{n}=\ell\right) P\left(L_{n}=\ell \mid T_{n}>L_{n}\right)  \tag{44}\\
& =\sum_{\ell=2}^{\infty} \frac{1}{\ell-1} P\left(L_{n}=\ell \mid T_{n}>L_{n}\right) \\
& =E\left(\left.\frac{1}{L_{n}-1} \right\rvert\, T_{n}>L_{n}\right)
\end{align*}
$$

where the second equality is a consequence of

$$
\begin{equation*}
P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid T_{n}>L_{n}=\ell\right)=\frac{1}{\ell-1} \tag{45}
\end{equation*}
$$

To show (45), note by (24) that $\left|S_{L_{n}}\right|=\ell-1$ if $L_{n}=\ell$. Recall the definitions of $\Gamma_{\ell}$ and $B_{\gamma}$ in (37) and (38), respectively. We have $\left\{T_{n}>L_{n}=\ell\right\}=$
$\cup_{\gamma \in \Gamma_{\ell}} B_{\gamma}$. Since $M_{n, L_{n}}^{\prime}$ depends only on the $D_{t}$ 's but not on the $D_{t}^{\prime \prime}$ s, we have for $\gamma=\left(I_{1}, \ldots, I_{\ell}\right) \in \Gamma_{\ell}$,

$$
\begin{aligned}
P\left(D_{L_{n}}=\right. & \left.D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid B_{\gamma}\right) \\
= & P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid D_{t}=I_{t}, t=1, \ldots, \ell\right. \\
& \left.\quad \text { and } D_{t}^{\prime}=I_{\ell} \text { for some } 1 \leq t<\ell\right) \\
= & P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid D_{t}=I_{t}, t=1, \ldots, \ell\right) \\
= & \frac{1}{\ell-1},
\end{aligned}
$$

implying that

$$
\begin{aligned}
P\left(D_{L_{n}}\right. & \left.=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid T_{n}>L_{n}=\ell\right) \\
& =\sum_{\gamma \in \Gamma_{\ell}} P\left(D_{L_{n}}=D_{L_{n}+M_{n, L_{n}}^{\prime}} \mid B_{\gamma}\right) P\left(B_{\gamma} \mid T_{n}>L_{n}=\ell\right) \\
& =\frac{1}{\ell-1}
\end{aligned}
$$

establishing (45). Noting that $L_{n} \geq 2$ a.s., we have for any (large) constant $C>0$,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} E\left(\left.\frac{1}{L_{n}-1} \right\rvert\, T_{n}>L_{n}\right) \\
& \quad \leq \limsup _{n \rightarrow \infty}\left\{P\left(L_{n} \leq C \mid T_{n}>L_{n}\right)+\frac{1}{C-1} P\left(L_{n}>C \mid T_{n}>L_{n}\right)\right\} \\
& \quad \leq \limsup _{n \rightarrow \infty} P\left(L_{n} \leq C \mid T_{n}>L_{n}\right)+\frac{1}{C-1} \\
& \quad=P\left(W^{\prime}=0\right)+\frac{1}{C-1}(\text { by }(34)) \\
& \quad=\frac{1}{C-1}
\end{aligned}
$$

Since the upper bound $1 /(C-1)$ can be made arbitrarily small, we have

$$
\lim _{n \rightarrow \infty} E\left(\left.\frac{1}{\frac{1}{L_{n}-1}} \right\rvert\, T_{n}>L_{n}\right)=0
$$

which together with (44) proves $(43)$. By $(34,41)$ and $(43)$, we have for a sufficiently small (fixed) $\delta>0$

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left(\max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta}, D_{L_{n}} \neq D_{L_{n}+M_{n, L_{n}}} \mid T_{n}>L_{n}\right)  \tag{46}\\
& \quad=\lim _{n \rightarrow \infty} P\left(\max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}} \neq D_{L_{n}+M_{n, L_{n}}}\right)=1
\end{align*}
$$

We next show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(T_{n}-L_{n}=M_{n, L_{n}}, \max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}} \neq D_{L_{n}+M_{n, L_{n}}}\right)=1 \tag{47}
\end{equation*}
$$

which together with (46) implies (42). For $1 \leq i \neq j \leq n$, denote by $\alpha_{n}(i, j)$ the probability

$$
P\left(T_{n}-L_{n}=M_{n, L_{n}}, \max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}}=i, D_{L_{n}+M_{n, L_{n}}}=j\right) .
$$

It is easily seen that the value of $\alpha_{n}(i, j)$ is the same for all pairs of $(i, j)$ with $i \neq j$. It follows that

$$
\alpha_{n}(1,2)=P\left(T_{n}-L_{n}=M_{n, L_{n}}, \max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}} \neq D_{L_{n}+M_{n, L_{n}}}\right) .
$$

For the same reason, we have by (46)

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left(\max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right)  \tag{48}\\
& =\lim _{n \rightarrow \infty} P\left(\max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}} \neq D_{L_{n}+M_{n, L_{n}}}\right)=1
\end{align*}
$$

It now suffices to show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{n}(1,2)=1 \tag{49}
\end{equation*}
$$

(which implies (47) which in turn implies (42)).
We have

$$
\begin{align*}
& \alpha_{n}(1,2) \\
& =P\left(T_{n}-L_{n}=M_{n, L_{n}}, \max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right) \\
& =\sum_{\ell, m<n^{1 / 2+\delta}} P\left(T_{n}-L_{n}=M_{n, L_{n}}=m, L_{n}=\ell \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right) \\
& =\sum_{\ell, m<n^{1 / 2+\delta}} \beta_{n}(\ell, m) P\left(M_{n, L_{n}}=m, L_{n}=\ell \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right), \tag{50}
\end{align*}
$$

where

$$
\beta_{n}(\ell, m):=P\left(T_{n}-L_{n}=m \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, 2}, L_{n}}=2, L_{n}=\ell, M_{n, L_{n}}=m\right) .
$$

Since the event $\left\{T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2, L_{n}=\ell, M_{n, L_{n}}=m\right\}$ is the same as

$$
A_{n}(\ell, m):=\left\{L_{n}=\ell, M_{n, \ell}=m, D_{\ell}=1=D_{t}^{\prime} \text { for some } t<\ell, D_{\ell+m}=2\right\}
$$

we have

$$
\begin{aligned}
\beta_{n}(\ell, m) & =P\left(T_{n}-L_{n}=m \mid A_{n}(\ell, m)\right) \\
& =P\left(D_{t}^{\prime} \neq 2 \text { for all } t<\ell+m \mid A_{n}(\ell, m)\right)
\end{aligned}
$$

Note that $L_{n}$ and $M_{n, L_{n}}$ depend solely on the process $\left\{D_{t}\right\}$, so that

$$
\begin{aligned}
\beta_{n}(\ell, m) & =P\left(D_{t}^{\prime} \neq 2 \text { for all } t<\ell+m \mid D_{t}^{\prime}=1 \text { for some } t<\ell\right) \\
& =\frac{P\left(D_{s}^{\prime} \neq 2 \text { for all } s<\ell+m, D_{t}^{\prime}=1 \text { for some } t<\ell\right)}{P\left(D_{t}^{\prime}=1 \text { for some } t<\ell\right)} \\
& =\frac{(1-1 / n)^{m}\left[(1-1 / n)^{\ell-1}-(1-2 / n)^{\ell-1}\right]}{1-(1-1 / n)^{\ell-1}} \\
& =\frac{(1-1 / n)^{m}(1-1 / n)^{\ell-1}\left[1-(1-1 /(n-1))^{\ell-1}\right]}{1-(1-1 / n)^{\ell-1}} \\
& =\frac{\left(1+O\left(n^{-1 / 2+\delta}\right)\right)\left(1+O\left(n^{-1 / 2+\delta}\right)\right)\left(\frac{\ell-1}{n}\right)\left(1+O\left(n^{-1 / 2+\delta}\right)\right)}{\left(\frac{\ell-1}{n}\right)\left(1+O\left(n^{-1 / 2+\delta}\right)\right)} \\
& =1+O\left(n^{-1 / 2+\delta}\right),
\end{aligned}
$$

where the big $O$ terms are all uniform in $\ell, m<n^{1 / 2+\delta}$. In particular,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \min \left\{\beta_{n}(\ell, m): \ell, m<n^{1 / 2+\delta}\right\}=1 \tag{51}
\end{equation*}
$$

By (50),

$$
\begin{aligned}
& \alpha_{n}(1,2) \\
& =\sum_{\ell, m<n^{1 / 2+\delta}} \beta_{n}(\ell, m) P\left(M_{n, L_{n}}=m, L_{n}=\ell \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right) \\
& \geq \min \left\{\beta_{n}(\ell, m): \ell, m<n^{1 / 2+\delta}\right\} \\
& \quad \times \sum_{\ell, m<n^{1 / 2+\delta}} P\left(M_{n, L_{n}}=m, L_{n}=\ell \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right) \\
& =\min \left\{\beta_{n}(\ell, m): \ell, m<n^{1 / 2+\delta}\right\} \\
& \quad \times P\left(\max \left\{L_{n}, M_{n, L_{n}}\right\}<n^{1 / 2+\delta} \mid T_{n}>L_{n}, D_{L_{n}}=1, D_{L_{n}+M_{n, L_{n}}}=2\right) \\
& \xrightarrow{n \rightarrow \infty} 1 \quad(\text { by }(48) \text { and }(51)),
\end{aligned}
$$

establishing (49). The proof is complete.

## Appendix

Proof of Lemma 1. For $1 \leq n^{\prime}<n$, define

$$
\begin{gathered}
S_{t, n^{\prime}}:=\left\{\left(\ell_{1}, \ldots, \ell_{t}\right): \ell_{r} \leq n^{\prime} \text { for } r=1, \ldots, t, \sum_{r=1}^{s} \mathbf{1}_{\left\{\ell_{r}=\ell_{s}\right\}}<k+1 \text { for } s=1, \ldots, t-1,\right. \\
\text { and } \left.\sum_{r=1}^{t} \mathbf{1}_{\left\{\ell_{r}=\ell_{t}\right\}}=k+1\right\} .
\end{gathered}
$$

Note that

$$
\begin{align*}
\left\{D_{r} \leq n^{\prime} \text { for all } r \leq L_{n}\right\} & =\bigcup_{t}\left\{L_{n}=t, D_{r} \leq n^{\prime} \text { for all } r \leq t\right\} \\
& =\bigcup_{t} \bigcup_{\left(\ell_{1}, \ldots, \ell_{t}\right) \in S_{t, n^{\prime}}}\left\{D_{r}=\ell_{r}, r=1, \ldots, t\right\} \tag{52}
\end{align*}
$$

and that for $\left(\ell_{1}, \ldots, \ell_{t}\right) \in S_{t, n^{\prime}}$,

$$
\begin{equation*}
P\left(D_{r}=\ell_{r}, r=1, \ldots, t\right)=P\left(D_{r}^{*}=\ell_{r}, r=1, \ldots, t\right)\left(\frac{n^{\prime}}{n}\right)^{t}, \tag{53}
\end{equation*}
$$

since $D_{1}^{*}, D_{2}^{*}, \ldots$ are i.i.d. uniformly distributed on $\left\{1, \ldots, n^{\prime}\right\}$. Also,

$$
\begin{align*}
\left\{L_{n^{\prime}}=t\right\} & =\left\{L_{n^{\prime}}=t, D_{r}^{*} \leq n^{\prime} \text { for all } r \leq t\right\} \\
& =\bigcup_{\left(\ell_{1}, \ldots, \ell_{t}\right) \in S_{t, n^{\prime}}}\left\{D_{r}^{*}=\ell_{r}, r=1, \ldots, t\right\} \tag{54}
\end{align*}
$$

We have

$$
\begin{aligned}
P\left(D_{r} \leq n^{\prime} \text { for all } r \leq L_{n}\right) & =\sum_{t} \sum_{\left(\ell_{1}, \ldots, \ell_{t}\right) \in S_{t, n^{\prime}}} P\left(D_{r}=\ell_{r}, r=1, \ldots, t\right)(\text { by }(52)) \\
& =\sum_{t} \sum_{\left(\ell_{1}, \ldots, \ell_{t}\right) \in S_{t, n^{\prime}}} P\left(D_{r}^{*}=\ell_{r}, r=1, \ldots, t\right)\left(\frac{n^{\prime}}{n}\right)^{t}(\text { by }(53)) \\
& =\sum_{t} P\left(L_{n^{\prime}}=t\right)\left(\frac{n^{\prime}}{n}\right)^{t}(\text { by }(54)) \\
& =E\left[\left(\frac{n^{\prime}}{n}\right)^{L_{n^{\prime}}}\right] .
\end{aligned}
$$

The proof is complete.
Proof of Theorem 6. By [5, Lemma 2.B.1], it suffices to prove the theorem for the case that $V_{n}$ and $V_{n}^{\prime}$ differ only in 2 components. Recall the assumption that $V_{n}$ majorizes $V_{n}^{\prime}$. Without loss of generality, assume $v_{1}>v_{1}^{\prime} \geq v_{2}^{\prime}>v_{2}$, and $v_{i}=v_{i}^{\prime}$ for $i=3, \ldots, n$. In particular, $v_{1} \geq 2$ and $v_{1}^{\prime} \geq v_{2}^{\prime} \geq 1$. As a consequence of these assumptions, $v_{i}>0$ implies $v_{i}^{\prime}>0$. We will use a coupling device to construct two random variables $T$ and $T^{\prime}$ on the same probability space in such a way that $T \leq T^{\prime}$ a.s., and $\mathcal{L}(T)=\mathcal{L}\left(T_{n} \mid V_{n}\right)$ and $\mathcal{L}\left(T^{\prime}\right)=$ $\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$. Consider two houses (called the $V$-house and $V^{\prime}$-house) each with a different owner, where there are $v_{i}\left(v_{i}^{\prime}\right.$, resp.) pairs of shoes available initially at door $i$ of the $V$ house ( $V^{\prime}$-house, resp.). Let $K=\sum_{i} v_{i}=\sum_{i} v_{i}^{\prime}$, the total number of pairs of shoes available for each owner. Let $D_{t}, D_{t}^{\prime}, t=1,2, \ldots$ be i.i.d. uniformly distributed on $\{1, \ldots, n\}$ where for both houses, $D_{t}$ denotes the current labeling of the door chosen for the $t$-th walk and $D_{t}^{\prime}$ the current labeling of the door chosen to leave the shoes after the $t$-th walk.

In the construction of $T$ and $T^{\prime}$ below, the labelings of the $n$ doors of the $V$-house and the labelings of doors $i(i=3, \ldots, n)$ of the $V^{\prime}$-house remain the same throughout, while the labelings of doors 1 and 2 of the $V^{\prime}$-house may be exchanged at some $t$ only when $D_{t}=1$ or $D_{t}^{\prime}=2$. For the $V^{\prime}$-house, an exchange of the labelings of doors 1 and 2 may be made during the $t$-th walk if $D_{t}=1$ and before the $(t+1)$-th walk if $D_{t}^{\prime}=2$. The total number of exchanges of the labelings of doors 1 and 2 of the $V^{\prime}$-house depends on the observed values of $D_{t}, D_{t}^{\prime}, t=1,2, \ldots$. More details are described below. Then $T$ ( $T^{\prime}$, resp.) denotes the first time the $V$-house owner ( $V^{\prime}$-house owner, resp.) discovers that no shoes are available at the door (currently) labeled $D_{T}$ ( $D_{T^{\prime}}$, resp.) for the $T$-th ( $T^{\prime}$-th, resp.) walk.

For the $V$-house, let $v_{i}(t)\left(v_{i}(t+)\right.$, resp.) be the number of pairs of shoes available at the door initially (and always) labeled $i$ before the $t$-th walk (during the $t$-th walk, resp.). The
notation $v_{i}^{\prime}(t)$ and $v_{i}^{\prime}(t+), i=3, \ldots, n$, is defined similarly for the $V^{\prime}$-house. Let $v_{i}^{\prime}(t), i=$ $1,2\left(v_{i}^{\prime}(t+), i=1,2\right.$, resp.) be the number of pairs of shoes available at the door currently labeled $i$ for the $V^{\prime}$-house before the $t$-th walk (during the $t$-th walk, resp.). Note that $v_{i}(1)=v_{i}$ and $v_{i}^{\prime}(1)=v_{i}^{\prime}, i=1, \ldots, n$ and that

$$
\begin{aligned}
& \sum_{i=1}^{n} v_{i}(t)=K \text { for } t \leq T, \sum_{i=1}^{n} v_{i}(t+)=K-1 \text { for } t<T \\
& \sum_{i=1}^{n} v_{i}^{\prime}(t)=K \text { for } t \leq T^{\prime}, \sum_{i=1}^{n} v_{i}^{\prime}(t+)=K-1 \text { for } t<T^{\prime}
\end{aligned}
$$

We now describe exactly when an exchange of the labelings of doors 1 and 2 of the $V^{\prime}$-house is made. Essentially, the labeling exchanges ensure that the majorization relation assumed at the outset continues to hold (until the stopping time $\min \left\{T, T^{\prime}\right\}$ ). Specifically, for $t=1$, if $v_{D_{1}}=0$ (i.e., no shoes are available at the door labeled $D_{1}$ of the $V$-house), then $T=1$. In this case, no exchanges of door labelings are needed for the $V^{\prime}$-house. Since necessarily $T^{\prime} \geq 1$, we have $T=$ $1 \leq T^{\prime}$ as required. Suppose $v_{D_{1}}>0$, implying $T>1$. Since $v_{D_{1}}>0$ implies $v_{D_{1}}^{\prime}>0$, we also have $T^{\prime}>1$. During the first walk (or more precisely, before both owners return from the first walk), by exchanging the labelings of doors 1 and 2 of the $V^{\prime}$-house if (and only if) $D_{1}=1$ and $v_{1}^{\prime}=v_{2}^{\prime}$, we have $v_{1}(1+) \geq v_{1}^{\prime}(1+) \geq v_{2}^{\prime}(1+) \geq v_{2}(1+)$ and $v_{i}(1+)=v_{i}^{\prime}(1+), i=3, \ldots, n$. As a consequence, $\quad V_{n}(1+)=\left(v_{1}(1+), \ldots, v_{n}(1+)\right) \succ V_{n}^{\prime}(1+)=\left(v_{1}^{\prime}(1+), \ldots, v_{n}^{\prime}(1+)\right)$. If $v_{1}(1+)=v_{1}^{\prime}(1+)$ (hence $v_{2}(1+)=v_{2}^{\prime}(1+)$ and $V_{n}(1+)=V_{n}^{\prime}(1+)$, the two configurations are identical and no further labeling exchanges will be made for the $V^{\prime}$-house. As the same sequence $D_{1}^{\prime}, D_{2}, D_{2}^{\prime}, \ldots$ applies to both houses, we have $T=T^{\prime}$. Suppose $v_{1}(1+)>v_{1}^{\prime}(1+) \geq$ $v_{2}^{\prime}(1+)>v_{2}(1+)$. After both owners return from the first walk, by exchanging the labelings of doors 1 and 2 of the $V^{\prime}$-house if (and only if) $D_{1}^{\prime}=2$ and $v_{1}^{\prime}(1+)=v_{2}^{\prime}(1+)$, the numbers of pairs of shoes available at the $n$ doors for both houses (before the second walk) satisfy that $v_{1}(2) \geq v_{1}^{\prime}(2) \geq v_{2}^{\prime}(2) \geq v_{2}(2)$ and $v_{i}(2)=v_{i}^{\prime}(2)$ for $i=3, \ldots, n$.

More generally, suppose that $T$ and $T^{\prime}$ are both greater than $t-1$ and that before the $t$ th walk, $V_{n}(t)=\left(v_{1}(t), \ldots, v_{n}(t)\right)$ and $V_{n}^{\prime}(t)=\left(v_{1}^{\prime}(t), \ldots, v_{n}^{\prime}(t)\right)$ satisfy $v_{1}(t) \geq v_{1}^{\prime}(t) \geq$ $v_{2}^{\prime}(t) \geq v_{2}(t)$ and $v_{i}(t)=v_{i}^{\prime}(t), i=3, \ldots, n$ (i.e., $\left.V_{n}(t) \succ V_{n}^{\prime}(t)\right)$. If $V_{n}(t)=V_{n}^{\prime}(t)$, then the two configurations are identical and no further labeling exchanges will be made for the $V^{\prime}$-house. As the sequence $D_{t}, D_{t}^{\prime}, D_{t+1}, \ldots$ applies to both houses, we have $T=T^{\prime}$. Suppose $v_{1}(t)>v_{1}^{\prime}(t) \geq v_{2}^{\prime}(t)>v_{2}(t)$. If $D_{t}(\neq 1)$ is such that $v_{D_{t}}(t)=0$, then $T=t \leq T^{\prime}$. (In this case, no further exchanges of door labelings are needed for the $V^{\prime}$-house.) Suppose $v_{D_{t}}(t)>0$, implying $T>t$. Since $v_{D_{t}}(t)>0$ implies $v_{D_{t}}^{\prime}(t)>0$, we also have $T^{\prime}>t$. Before both owners return from the $t$-th walk, by exchanging the labelings of doors 1 and 2 of the $V^{\prime}$-house if (and only if) $D_{t}=1$ and $v_{1}^{\prime}(t)=v_{2}^{\prime}(t)$, we have $v_{1}(t+) \geq v_{1}^{\prime}(t+) \geq v_{2}^{\prime}(t+) \geq v_{2}(t+)$ and $v_{i}(t+)=v_{i}^{\prime}(t+), i=3, \ldots, n$. [Note 1: Exchanging the labelings (when $D_{t}=1$ and $\left.v_{1}^{\prime}(t)=v_{2}^{\prime}(t)\right)$ does not depend on $D_{t}^{\prime}, D_{t+1}, D_{t+1}^{\prime}, \ldots$. In particular, each of the $n$ doors of the $V^{\prime}$-house is equally likely to be the door currently labeled $D_{t}^{\prime}$ where the $V^{\prime}$-house owner chooses to leave the shoes upon returning from the $t$-th walk.] If $v_{1}(t+)=v_{1}^{\prime}(t+)$, then $V_{n}(t+)=$ $V_{n}^{\prime}(t+)$ and the two configurations are identical. No further labeling exchanges will be made for the $V^{\prime}$-house. As the sequence $D_{t}^{\prime}, D_{t+1}, D_{t+1}^{\prime}, \ldots$ applies to both houses, we have $T=T^{\prime}$. Suppose $v_{1}(t+)>v_{1}^{\prime}(t+) \geq v_{2}^{\prime}(t+)>v_{2}(t+)$. After each owner returns from the $t$-th walk and leaves shoes at the door currently labeled $D_{t}^{\prime}$, by exchanging the labelings of doors 1 and 2 of the $V^{\prime}$-house if (and only if) $D_{t}^{\prime}=2$ and $v_{1}^{\prime}(t+)=v_{2}^{\prime}(t+)$, the numbers of pairs of shoes at the $n$ doors for both houses (before the $(t+1)$-th walk) satisfy that $v_{1}(t+1) \geq v_{1}^{\prime}(t+1) \geq$ $v_{2}^{\prime}(t+1) \geq v_{2}(t+1)$ and $v_{i}(t+1)=v_{i}^{\prime}(t+1)$ for $i=3, \ldots, n$. [Note 2: Exchanging the labelings (when $D_{t}^{\prime}=2$ and $v_{1}^{\prime}(t+)=v_{2}^{\prime}(t+)$ ) does not depend on $D_{t+1}, D_{t+1}^{\prime}, D_{t+2}, \ldots$. In
particular, each of the $n$ doors of the $V^{\prime}$-house is equally likely to be the door currently labeled $D_{t+1}$ which the $V^{\prime}$-house owner chooses to go out for the $(t+1)$-th walk.]

The above construction yields that $T \leq T^{\prime}$ and $\mathcal{L}(T)=\mathcal{L}\left(T_{n} \mid V_{n}\right)$ and $\mathcal{L}\left(T^{\prime}\right)=$ $\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$. While $\mathcal{L}(T)=\mathcal{L}\left(T_{n} \mid V_{n}\right)$ is obvious, $\mathcal{L}\left(T^{\prime}\right)=\mathcal{L}\left(T_{n} \mid V_{n}^{\prime}\right)$ follows from Notes 1 and 2 in the preceding paragraph. The proof is complete.

Remark 1. In the proof of Theorem 6, for the $V$-house, the labelings of the $n$ doors are fixed. For the $V^{\prime}$-house, the labelings of doors $3, \ldots, n$ are also fixed, while the labelings of doors 1 and 2 may be exchanged a number of times in order to preserve the majorization relations $V_{n}(t) \succ V_{n}^{\prime}(t)$ and $V_{n}(t+) \succ V_{n}^{\prime}(t+)$ for all $t$. Right before the $t$-th walk, we generate $D_{t}$ which is uniform on $\{1, \ldots, n\}$ and independent of $D_{1}, \ldots, D_{t-1}, D_{1}^{\prime}, \ldots, D_{t-1}^{\prime}$. The owner of the $V^{\prime}$-house chooses the door currently labeled $D_{t}$ to walk out. Note that the current labelings of the doors of the $V^{\prime}$-house before the $t$-th walk depend only on $D_{1}, \ldots, D_{t-1}, D_{1}^{\prime}, \ldots, D_{t-1}^{\prime}$. Since $D_{t}$ is uniform and independent of $D_{1}, \ldots, D_{t-1}, D_{1}^{\prime}, \ldots, D_{t-1}^{\prime}$, given the history of the doors chosen for the $i$-th walk, $i=1, \ldots, t-1$ and the doors chosen to leave shoes after the $i$-th walk, $i=1, \ldots, t-1$, the conditional probability that any door is chosen for the $t$-th walk equals $1 / n$. Next, during the $t$-th walk, we generate $D_{t}^{\prime}$ which is uniform on $\{1, \ldots, n\}$ and independent of $D_{1}, \ldots, D_{t}, D_{1}^{\prime}, \ldots, D_{t-1}^{\prime}$. The owner of the $V^{\prime}$-house chooses the door currently labeled $D_{t}^{\prime}$ to leave shoes upon completing the $t$-th walk. Note that the the current labelings of the doors of the $V^{\prime}$-house during the $t$-th walk depend only on $D_{1}, \ldots, D_{t}, D_{1}^{\prime}, \ldots, D_{t-1}^{\prime}$. Consequently, given the history of the doors chosen for the $i$-th walk, $i=1, \ldots, t$ and the doors chosen to leave shoes after the $i$-th walk, $i=1, \ldots, t-1$, the conditional probability that any door is chosen to leave shoes after the $t$-th walk equals $1 / n$. This shows that for the $V^{\prime}$-house, the doors chosen for the $t$-th walk, $t=1,2, \ldots$ and the doors chosen to leave shoes after the $t$ th walk, $t=1,2, \ldots$, are i.i.d. with the uniform distribution.
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